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1. Minutes of the Board of Studies held on 21.09.2020 for MCA Programmes
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DEFARTMENT OF COMPUTER SCIENCE AD APFUCATIONS _dh FERI.‘EFI‘E 'R.

Date : 21.00.2020
Cate 21 09 2020
Time :230pm
WVemsz - On Line Mode: Google Mest Link: meet googie comibdr-smya-san
Agenda:
1. Analyang department Mission, Vision, POs, PECsof MCA
1 MCA Curicuhmn and Syliabes- Regulation 2020 (Full Time — 2 years)
3. BCA - Pezulation 2018 Revizion 1
4 Vahe Added Courses for MCA
5. Bndge Courses for MCA
6. Leaminz Olbpectves of MCA
1. Acivity Based Teaching and Learnins Process
8. Any Onher poings
Afembers Present:
SNo | Name of the Member Desiznation and Addres:
1. | Lxlleyackedra Associate Professar & Haad
BOS Chanperson Perpyar Maniammai Instehute of Science &
Technology, Vallam.
4 | Drshackolss Professor
{Academic Expert) Department of Congruter Applications,
NIT. Tinwchirappalki
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3. [ MrV.Admbm Fotan Ky | Assoqare Uperanons Manager
(Twdusiry Expert) CT5, Chenmai
W
4. | Dr. ME.5 Blnanecwan Asso Prof 'T5A
BOS Member Intemnal Periyar Mariammai Instifute of Science &

Terhrolosy. Vallam
5. | MsD Ruby Agst Prof (55)
BOS Member Internal Peryar Mardammai Institute of Soience &
Terhnology, Vallam
§ | MrSAnmzam Azt Prof (55)
B0 Member Internal mhmrdmmihmeuf&me&
T , Vallam
7. | Mr 'V Srithar Asst Prof (55)
BOS Member Intemnal Perpyar Marismmai Instshite of Science &
Technolozy, Vallam
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Aiembers Fresemt:

« RubyD

»  Argnmgam S

= Dhrga Shres

« HODMCA

« Sotharn WV

»  Mickalaz 5.

= Adithya Pothan Faj WV

= Hamizh Farendram [awne-anl 3]

= Hommmesaan 5
= SatyaPrvaT
MMinotes:
The following susgestons were made in the BOS Meemmz

1. Deparment Viston Mizsion Progapmme Cufcomes. WCA Prosramwne Educational
Obsectives were discussed I 1= fooased wowmards the objectives of the stodents,

1. The Cmoobam and Svifabuz of MCA progranmme (Regulation 2020) &5 desiened as
per AICTE nomos and bench marking with leading Universities to fulfil the national
needs ad intemational needs. The Cumoihmm and Syliatus of the MCA Fegulation
202 was presemied to the Bo% Members. The Ciourss and aredit dismitations have been
done bazad oo the Informaton Techmebogy. Business Management, Mathemarics and
Skl Orpemvied courses.
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. Feedback abour Cumiculum and Syllabus from the sake holders were collected
amabyzed with action @=ksn repors and a5 par their auszestons, abeve 20%: of courses
were updated in the MCA (Fegulason 2020)

3. MCA Cumiowhom and Syliabas (Regalagon 20207 was moonemended by all the BoS

Expeart menbers
4 MCA (Resulaion 2030, consists of the followmne pewly miroduced courses and
remowed a3 fbalated balow:
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7. HaS members encourased Actvity Based Leaming for the Teaching Learning process
and sugpesied some tools for laming Lke:
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Mbodls LMS
MOOCTWAYAM Courses
d  bepedhless ameass edhe ontinetonl'
& The Board of Stodes of Deparmment of Comproier Soiemce and Applicafions
recommended the BCA Resulation M1E Fevision 0] will be followed for the students
who have joined in the Acadensic Year 2020-2021.
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IV, COURSES INTRODUCED FOR IMPREOVESG THE EAMPLOYARITITY SEITIS OF
THE STUDENTS.

YES

VL VALLUE ADDFED COURSES FREOVIDED

YES

VIL OVERALL PERCENTAGE OF CHANGE COMPARED TO RECULATIONS HIT

MICA — 5%
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2. Extracts of Minutes of the 36! Academic Council held on - 10.10.2020 for MCA
programme

Periyar Nagar, Vallam Thanjavur - 613 403, Tamil Nadu, India
Phone: +31 - 4362 - 264600 Fax: +91- 4362 - 264660

TENCE & TECHNOLOGY

4 A MANIAMMAL

Email: registrar@pmu.edu Web: www.pmu.edu ’\"gw ol

~PME
Date :10.10.2020 Venue : Through Google Meet
Time :11.00AM Place : PMIST, Vallam - Thanjavur

The Thirty Sixth meeting of the Academic Council of the Periyar Maniammai Institute of
Science & Technology (PMIST), Vallam, Thanjavur held on 10.10.2020 at 11.00 a.m.
through Google Meet.

Prof.S.Velusami, Hon'ble Vice-Chancellor, chaired the meeting.

The following Academic Council Members were present (Through Google meet):

1.  Dr.A.Anand Jerard Sebastine Member
2. DrAP.Aruna Member

BUSINESS EROUGHT FORWARD BY FACULTY OF COMPUTING SCIENCES &

ENGINEERING (FCSE)
Notes: The Curriculum & Syllabus recommended by the respective Departiment Board of

Studies will follow the Regulations as listed below:

Agenda | Programme Semester | Regulation Remarks
FCSE | MCA (Two Years) 1o IV 2020 Curriculum & Syllabus,
MCA Bridge Courses and Value Added
36.5.1 Courses.

Value Added Courses:

. Advanced Java Programming

. Python Programming

- R Programming

. loT

. Matural Language Processing
Data Science

g. Robotics Technology

Bridge Courses:

a.YCA101B-Computer
Fundamentals
b.Y¥CA102B-Computer
Fundamentals Programming Lab

hiD o N oW

The matter is placed before the Academic Council for approval.

Resolution
RESOLVED TO APPROVE the Curriculum & Syllabi of | to IV Semesters of MCA (2 Years)

under full-time Regulation 2020.
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3.Curicullum and Syllabus for the MCA programme-Before Revision

REGULATION 2018 Revision 01

SEMESTER-I
Course Course Title L| T]|P H C
Code
YCA101 | Information Technology 31010 3 3
YCA102 | Computer Organization and Architecture 31210 5 4
YCA103 | Data Structures and Algorithms 31210 5 4
YCA104 | Mathematical Foundations 312 |0 5 4
YCA105 | Accounting and Management Control 31010 3 3
YCA106 | Information Technology lab 0| 0| 4 4 2
YCA107 | Programming Lab ( C and Data Structures) 0| 0| 4 4 2
Total | 15 | 06 | 08 29 22
SEMESTER II
Course Course Title L T]|P H C
Code
YCA201 | Introduction to Management Functions 3101]0 3 3
YCAZ202 | Operating Systems 3 2 0 5 4
YCA203 | Technical English 312 1|0 5 4
YCA204 | Probability and Combinatories 312 |0 5 4
YCA205 | Information System Analysis, Design and 31010 3 3
Implementation

YCA206 | Business Programming Lab 0| 0| 4 4 2
YCA207 | Operating systems Lab 0| 0| 4 4 2
Total | 15 | 6 | 08 29 22

13




SEMESTER- 111

Course Course Title L P H C
Code

YCA301 | Database Management Systems 4 0 4 4

YCA302 | Computer Communication Networks 4 0 4 4

YCA303 | Object Oriented Programming, Analysis and 4 0 4 4

Design

YCA304 | Management Support Systems 4 0 4 4

YCA305 | Statistical Computing 4 0 4 4

YCA306 | Database Management Systems and Java Lab 0 4 4 2

YCA307 | Statistical Computing Laboratory 0 4 4 2

Total | 20 08 28 24

SEMESTER- IV
Course Course Title L P H C
Code
YCA401 | Network Programming 4 0 4 4
YCA402 | Software Engineering 4 0 4 4
YCAIT* | IT Elective | 4 0 4 4
YCA403 | Organizational Behaviour 3 0 3 3
YCABM* | BM Elective | 4 0 4 3
YCA405 | Networks Lab 0 4 4 2
YCA406 | Case Tools Lab 0 4 4 2
Total | 19 08 27 22
SEMESTER-V

14




Course Course Title L T P H C
Code
YCA501 | Artificial Intelligence and Applications 3 0 0 3 3
YCA502 | Graphics and Multimedia 3 0 0 3 3
YCAIT* | IT Elective Il 3 0 0 3 3
YCABM* | BM Elective Il 3 0 0 3 3
YCAS503 | Optimization Techniques 3 0 0 3 3
YCA504 | Artificial Intelligence and Applications Lab 0 0 3 3 2
YCAS505 | Optimization Techniques Lab 0 0 3 3 2
YCAS506 | Industrials Lectures 0 0 2 2 2
YCAS507 | Seminar 0 0 3 3 2
YCA508 | Project 0 0 6 6 2
Total | 15 0 17 32 25
SEMESTER-VI
Course Course Title L T P H C
Code
YCAG601 | Seminar 0 3 3 3
YCAG602 | Project 0 6 6 12
Total | 0O 09 09 15

INFORMATION TECHNOLOGY ELECTIVES

Total Credits :130

IT Elective |
Course Course Title T H C
Code
YCAEE1 | Data Mining and Data Warehousing 0 4
YCAEE2 | High Performance Computing 0 4
YCAEE3 | Compiler Design 0 4
YCAEES8 | System Analysis and Simulation 0 4

15




YCAEE9

Cryptography and Information Security

IT Elective 1l

Course
Code

Course Title

YCAEE4

Cloud Computing

YCAEE5

Distributed Database Management

YCAEE®6

Image Processing

YCAEE7

Parallel Programming

YCAEE10

Bigdata Analytics

BUSINESS MANAGEMENT ELECTIVES

BM Elective |

Course
Code

Course Title

YCABM3

Foundations of Decision Processes

YCABM4

Investment Technology

YCABMS8

Management of Software Projects

YCABMY9

Blockchain Technology

BM Elective Il

Course
Code

Course Title

YCABM1

Managerial Economics

YCABM?2

Corporate Planning

YCABMS

Business Finance

16




YCABMG6 | Taxation Practices 3 0 0 3

YCABM7 | MIS Frameworks and Implementation 3 0 0 3

YCA101- INFORMATION TECHNOLOGY
Course Outcomes:
CO1 C Knowledge Describe the various processes to express the data

communication.

CO2 C Understand Understand the concepts of Hardware and software process.
CO3 C Remember Recalls the conceptof operating systems and its languages.
CO4 C Understand Distinguish the networks and extends the idea of computer

networks and its functions.

CO5 C Analyze Illustrate the concepts of information security and its
applications.
Course Code Course Name L T P C
YCA101 Information Technology 3 0 03
C:P:A=3:0:0
L T P H
3 0 0 '3
UNIT-I: Introduction of IT 9

Information concepts and processing: Evolution of information processing - data information

language and communication.

UNIT-1l: Hardware and Software Process. 9

Elements of a computer processing system: Hardware - CPU - storage devices and media -
VDU - input-output devices - data communication equipment Software - system software -

application software.

UNIT- I11: Operating Systems Overview. 9

17




Programming languages: Classification - machine code - assembly language - higher level
languages - fourth generation languages - Operating systems: Concept as resource manager
and coordinator of processor - devices and memory - Concept of priorities - protection and
parallelism - Command interpreter - Typical commands of DOS/ UNIX/Network - Gul-

Windows.

UNIT- IV: Computer networks and Data Communication. 9

Computers and Communication: Single user - multi-user - work station - client server
systems - Computer networks - network protocols - LAN - WAN - Internet facilities through
WWW - Mosaic - Gopher - html - elements of Java.

UNIT -V: Information Security and its Applications. 9

Information integrity definition Ensuring integrity Computer security: Perverse software -
concepts and components of securit - Preventive measures and treatment - Range of
application: Scientific - business - educational - industrial - national level weather forecasting

- remote sensing - planning - multilingual applications.

LECTURE TUTORIAL TOTAL

45 - 45

TEXT

1. Introduction to Information Technology Paperback — February 28, 2018
by V. Rajaraman.

2. Introduction to Information Technology 3™ Edition R. Kelly Rainer.

REFERENCES

1. Rajaraman V, "Fundamental of Computers” (2nd edition), Prentice Hall of India,
New Delhi. 1996.

2. Sanders, D.H .. "Computers Today" McGraw Hill. 1988.

3. Trainer T., et al, "Computers™ (4th edition) McGraw Hill, 1994.

PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PSO1 | PSO?2
CO1 3 3 2 2 2 1 1 1 2 2
CO2 3 3 2 2 2 1 1 1 2 2
Cco3 3 3 2 2 2 1 1 1 2 2
Co4 3 2 2 2 2 1 1 1 2 2
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https://www.amazon.com/s/ref=dp_byline_sr_book_1?ie=UTF8&text=V.+Rajaraman&search-alias=books&field-author=V.+Rajaraman&sort=relevancerank

CO5 2 2 2 2 2 1 1 1 2 2

Total 14 13 10 10 10 5 5 5 10 10
Course 3 3 2 2 2 1 1 1 2 2

0-No relation 3- Highly relation 2- Medium relation  1- Low relation

YCA102 - COMPUTER ORGANIZATION AND ARCHITECTURE
Course Outcomes:
COl1 C Knowledge Describe general Instruction types, formats, addressing modes

and organization

CO2 C Understand Understand the concept of RISC Vs CISC
CO3 C Knowledge Classifies memory organization and management
CO4 C Understand Summarize various modes of Data transfer
CO5 C Understand Explain SPEC Mark
Course Code Course Name L T P C
YCA102 Computer Organization and Architecture 3 1 0 4
C:P:A=4:0:0
L T P H
3 2 0 5
UNIT- I: Instruction Format and Types 15

Principles of Computer design - Software - hardware interaction layers in computer
architecture - Central processing unit - Machine language instructions - Addressing modes -

Instruction types - Instruction set selection - Instruction cycle and execution cycle.

UNIT- 1I: Simple Computer Organization 15

Control unit - Data path and control path design - Microprogramming Vs hardwired control

- RISC Vs CISC - Pipelining in CPU design: Superscalar processors.
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UNIT- Ill1: Memory Organization 15

Memory system - Storage technologies - Memory array organization - Memory hierarchy -

interleaving - cache and virtual memories and architectural aids to implement these.

UNIT- IV: 1/0 Organization 15

Input /output devices and characteristics - Input/output processing - bus interface - data

transfer techniques.

UNIT -V :SPEC Marks 15

I/O interrupts - channels - Performance evaluation - SPEC marks - Transaction Processing

benchmarks.

LECTURE | TUTORIAL TOTAL

45 30 75

TEXT

1. Carl Hamacher, Zvonko Vranesic and Safwat Zaky, “Computer Organization”, Fifth
Edition, Tata McGraw Hill, 2002.

2. M.Morris Mano “Computer System Architecture”, Pearson Education, Third Edition
2007

REFERENCES

1. Mano, M, "Computer System and Architecture", (3rd edition) Prentice Hall of India, New
Delhi, 1994.

2. Pal Chauduri, P., "Computer Organisation and Design", Prentice Hall of India, New Delhi,
1994,

3. Rajaraman,V., and Radhakrishnan, T., "Introduction to Digital Computer Design" (4th
edition). Prentice Hall of India, New Delhi, 1997.

4. Stallings. W, "Computer Organization and Architecture, (2nd edition) Prentice Hall of
India, New Delhi

PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PSO1 | PSO 2

COo1 3 3 3 3 3 1 1 1 2 2

CO2 3 3 2 2 2 1 1 1 2 2
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CO3 3 3 2 2 2 1 1 1 2 2

Co4 3 3 2 2 2 1 1 1 2 2

CO5 2 2 2 2 2 1 1 1 2 2

Total 14 13 11 11 11 5 5 5 10 10

Course 3 3 2 2 2 1 1 1 2 2

0-No relation 3- Highly relation 2- Medium relation  1- Low relation
YCA103-DATA STRUCTURES AND ALGORITHMS
COURSE OUTCOMES

Co1 Explain the classification of data types and  Cognitive Understand
operations of stack.

CO2 Describe the functions of queue and its Cognitive Understand

COo3 ggse;ibe the operations of linked list and its  Cognitive Understand
advantages

CO4 Recall the function of recursion in various Cognitive Understand
problems.

CO5 Describe the various types of sorting Cognitive Understand

Course Code Course Name LIT|P|C

YCA103 Data Structures and Algorithms 311/0|14

C:P:A =4:0:0 L|T|P|H

3|12|0(5
UNIT —I: Introduction to Data Structures and Stack 15

Definition - Classification of data structures: primitives and non primitive - Operations on

data structures — Definition - Array & Linked list representation of stack - operations on

stack: Applications of stacks - Infix - prefix and postfix notations - conversion of an

arithmetic expression from infix to postfix.

UNIT- Il: Queue

15

Definition - Array & Linked list representation of queue - Types of Queues: Simple

queue - circular queue - double ended queue (dequeue) priority queue -

operations on

all types of queues.

UNIT- I1I: Linked List

15
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Definition, components of linked list - representation of linked list - advantages and
disadvantages of linked list - Types of linked list: Singly linked list - doubly linked list -
circular linked list and circular doubly linked list - Operations on singly linked list : creation

- insertion - deletion - search and display.

UNIT — IV: Recursion 15

Definition - Recursion in C - writing recursive programs - Binomial coefficient - Fibonacci
- GCD - Factorial etc.

UNIT - V: Tree and Sorting Techniques 15

Tree - Binary Tree - complete binary tree - binary search tree - heap tree terminology: Root
- Node - Degree of a node and tree - Terminal nodes - Non terminal nodes - Siblings - Level
- Edge - Path - depth - Parent node - ancestors of a node - Different types of searching

techniques: Bubble sort - Selection Sort- merge sort- insertion - quick sort.

LECTURE | TUTORIAL | PRACTICAL | TOTAL

45 30 0 75

TEXT BOOKS

3. Lipshutz, Theory and Problem of Data structures, Schaum’s Outline series, Tata
MCGraw, 1986.
4. Langsam, Ausenstein Maoshe & M. Tanenbaum: Aaron Data Structures using C and

C++, Pearson Education

REFERENCES

1. Weiss, Data Structures and Algorithm Analysis in C, Il Edition, Pearson Education,
1996

2. Robert L Kruse: Data Structures and program designing using C, 2013.

3. Kamthane: Introduction to Data Structures in C, Pearson Education, 2005

E - REFERENCES

1. NPTEL, Data structures and algorithm ,Prof. Hema A Murthy,lIT Madras, Prof.
Shankar Balachandran,lIT Madras, Dr. N S. Narayanaswamy, IIT Madras
2. NPTEL, Data structures and algorithm ,Prof. Naveen Garg, IIT Delhi

PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 | PSO1 | PSO2

Co1 3 3 2 2 2 1 2 2 3 3

CO2 3 3 2 2 2 1 2 2 3 3
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Co3 3 2 2 2 2 1 2 2 3 3
Co4 2 3 2 2 2 1 2 2 2 2
CO5 3 2 2 2 2 1 2 2 2 2
Total 14 13 10 10 10 5 10 10 13 13
Course 3 3 2 2 2 1 1 1 3 3

0-No relation 3- Highly relation

2- Medium relation

1- Low relation

YCA104 - MATHEMATICAL FOUNDATIONS

Course Outcomes:

CO1 C Knowledge Describe theory of inference for statement calculus

CO2 C Understand Understand and apply Relation, function and recursion

CO3 C Knowledge Describe and solve Algebraic structure

CO4 C Understand Describe and solve problems in paths and graph

CO5 C Understand Understand Tress, List structures and graphs

SUBCODE SUB NAME L T P C

YCA104 Mathematical Foundations 3 1 0 4

C:P:A=4:0:0 L T P H
3 2 0 5

UNIT- I: Mathematical Logic 15

Notation - Connectives Normal forms - Theory of inference for statement calculus.

UNIT- Il: Predicate calculus 15

Inference theory of the predicate calculus - Relations and ordering - Functions - Recursion.

UNIT- I1l: Algebraic Structures 15
Groups - Application of residue arithmetic to computers - Group codes.
UNIT - IV: Graph theory 15

Definition - Paths - reach ability - connectedness - Matrix representation of graphs - Trees.

UNIT- V : Storage representation and manipulation of graphs

15

Storage representation and manipulation of graphs: Trees - List structures and graphs - Pert

and related techniques.

LECTURE

TUTORIAL

TOTAL

23




45 30 75

TEXT

1.Truss,J.K., "Discrete Mathematical Structures for Computer Science", Addison -
Wrsley,1999.

2. Oscar Levin.,"Discrete Mathematics",2nd Edition

REFERENCES

1. Kolman, B., and Bushy. R., "Discrete Mathematical Structures for Computer Science™,
Prentice Hall. 1987.

2. Sahni, S., "Concepts in Discrete Mathematics". Camelot Publisher. U.S.A. 1981.

3. Tremblay, J.P., el. al. "Discrete Mathematical Structures with Applications to Computer
Science" McGraw Hill, 1987.

PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PSO1 | PSO 2
co1 3 3 2 2 2 1 1 1 2 2
CO2 3 3 2 2 2 1 1 1 2 2
CO3 3 3 2 2 2 1 1 1 2 2
CO4 3 2 2 2 2 1 1 1 2 2
CO5 2 2 2 2 2 1 1 1 2 2
Total 14 13 10 10 10 5 5 5 10 10
Course 3 3 2 2 2 1 1 1 2 2

0-No relation 3- Highly relation 2- Medium relation  1- Low relation

YCA105-ACCOUNTING AND MANAGEMENT CONTROL

Course Outcomes Domain Level

CO1 | Understand theBasic Accounting and conventions | Cognitive Knowledge

underlying preparation of Financial Statements Understand

CO2 | Understand the Income Measurement Cognitive Understand

CO3 | Understand the concept of Cost Analysis and Control | Cognitive Understand

CO4 | Understand the Cost Analysis for Control Cognitive Understand
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CO5 | Understand the Management Control Systems Cognitive Understand
Course Code Course Name L T P C
YCAL05 Accounting and Management Control 3 0 0 3
C:P:A=3:0:0 L T P H
3 0 0 3
UNIT I Basic Accounting and conventions 9

Basic Accounting and conventions underlying preparation of Financial Statements: balance
sheet, highlighting accounting equation, profit and loss statement; accounting processes;
basic accounts, trial balance and financial statements; issues: provisions for bad debts tax,
dividends, losses: bad debts, missing information, classification effect, cost of assets, rentals,

etc;

UNIT IlIncome Measurement 9

Concept of Income Measurement: revenue; recognition and matching costs and revenues;
inventory valuation; Depreciation Accounting; Intangible Assets Accounting;

Understanding published annual accounts including funds flow statement.

UNIT I1ICost Analysis and Control 9

Basic Cost Concepts: introduction; cost classification; allocation, appointment and
absorption; cost centers; Cost Analysis for Managerial Decisions: direct costing, break-even
analysis; relevant costs; pricing; pricing-joint costs; make or buy; relevant fixed costs and

sunk costs;

UNIT IVCost Accounting 9

Cost Analysis for Control: standard costing; variances; material, labour, overhead, sales, and
profit; Standard Cost Accounting: budgeting and control; elements of budgeting; control of
manufacturing and manufacturing expenses; performances appraisal, evaluation of cost

control systems.

UNIT VManagement Control Systems 9

Introduction to Management Control Systems; Goals, Strategies, and Key Variables;
Performance Measures; Responsibility Centers and Transfer Price; Investment Centers;
Reporting Systems; Management by Objectives; Budgeting and Control; Organizational
Relationships in Control; Control Dynamics; Top Management and Control; Strategic and
Long-Range Planning; Control of Service Organizations; Control of Projects; Control of

Non-Profit Organizations; Control of Multinational Companies.

25




LECTURE TUTORIAL A TOTAL

45 0 45

TEXT

1.Bhattacharya, S.K., and Dearden, John, "Accounting for Management", Prentice Hall
of India, New Delhi.
2.Homgren, Sundem and Selto (9th ed), "Introduction to Management Accounting”,
Prentice Hall of India Pvt. Ltd.

REFERENCES

1. Chadwick, "The Essence of Financial Accounting”, Prentice Hall of India Pvt. Ltd., New
Delhi.

2. Chadwick. "The Essence of Management Accounting”, Prentice Hall of India Pvt. Ltd.,
New Delhi.

3. Welch, Hilton and Gordon (5th ed). "Budgeting: Profit Planning and Control"”, Prentice
Hall of India Pvt. Ltd., New Delhi

PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PSO 1 PSO 2
Cco1 2 2 2 2 2 1 1 1 2 2
CO?2 2 2 2 2 2 1 1 1 2 2
CcCo3 2 2 2 2 2 1 1 1 2 2
CO4 2 2 2 2 2 1 1 1 2 2
CO5 2 2 2 2 2 1 1 1 2 2
Total 10 | 10 | 10 | 10 | 10 | 5 5 5 10 10
Course 2 2 2 2 2 1 1 1 2 2

0-No relation 3- Highly relation 2- Medium relation  1- Low relation
YCA106- INFORMATION TECHNOLOGY LAB

Course Outcomes:
Guided

Col1 P

co2 P

COo3 P

Co4 P

response

Guided

response

Guided

response

Guided

response

Describe the concepts of PCs functions and its commands.

Apply Unix command for various operations in file.

Build a Power Point Slides with some applications.

Build an any system using MS-Excel.
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CO5 A Analyze

Apply an application using visual basic.

Course Code Course Name L T P C
YCA106 Information Technology Lab 0 0 4 2
C:P:A=0:11 L. T P H
0 0 4 4

60

1. Study about PC and its functions MS WINDOWS commands.

2. Write a Unix command/ MS WINDOWS / MS DOS for File creation, editing and
directory creation,

3. Create a documentation in MS-word

4. Apply mathematical, statistical, and financial functions in MS-Excel.

5. Create a seminar presentation slide for your own topic in MS-PowerPoint

6. Create a Presentation with animation using MS-Power Point.

7. Develop a project student enrolment using Visual Basic with MS Access.

8. Develop a project Library system using Visual Basic with MS Access.

9. Creation of interactive web sites — Design using HTML and authoring tools

10. Creation of information retrieval system using web, PHP and MySQL

PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PSO1 | PSO?2

Co1l 3 3 3 2 2 1 2 2 3 3
Coz2 3 3 3 2 2 1 2 2 3 3
cos 3 3 3 2 2 1 2 2 3 3
co4 2 3 2 2 2 1 2 2 3 3
CO5 3 2 2 2 2 1 2 2 3 3
Total 14 14 13 10 10 5 10 10 15 15
Course 3 3 3 2 2 1 1 1 3 3

0-No relation 3- Highly relation 2- Medium relation  1- Low relation

YCAL107 -PROGRAMMING LAB ( C and Data Structures)

Course Outcomes:

CO1 C Knowledge Describe the concept of C programming and its fundamental
CO2 P Guided

response arrays
CO3 P Apply

Build an application program using various control statements and
Develop an application program using structures and unions
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Guided

Build a program to implement the operations of stack.

Response

CO4 P Guided Build a program to implement the operations of queue.
response

CO5 P Guided Build an application to demonstrate the functions of linked list and
response traversing a tree.

SUBCODE SUB NAME L T P C
YCAL07 Programming Lab (C and Data Structures) 0o 4 2
C:P:A=

L T P H
0.5:1.5:0
O 0 4 4
60
1. Perform the following operation in matrix
())Addition (ii)Subtraction (iii)Multiplication (iv)Transpose
2. Perform the swapping of two numbers using call by value and call by reference
3. Perform following operation on strings using string functions
(i) concatenation (ii)Copying (iii) Reverse (iv)length of string
4. Create a Stack and do the following operations using array.
(i)Push (ii) Pop (iii) Peep
5. Create a Queue and do the following operations using array.
(i)Add (ii) Remove
6. Implement The Operations On Singly Linked List
7. Implement the following operations on a binary search tree.
(i) Insert a node (ii) Delete a node
8. Create a binary search tree and do the following traversals
(i)In-order (ii) Pre order (iii) Post order

9. Sort the given list of numbers using insertion sort

10. Sort the given list of numbers using quick sort

11. Perform the following operations in a given graph 1.Depth first search 2.Breadth

first search
PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PSO1 | PSO2
co1 3 3 2 2 2 1 2 2 3 3
Co2 3 3 2 2 2 1 2 2 3 3
Cos3 3 2 2 2 2 1 2 2 3 3
Co4 2 3 2 2 2 1 2 2 2 2
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CO5 3 2 2 2 2 2 2 2 2
Total 14 13 10 10 10 10 10 13 13
Course 3 3 2 2 2 1 1 3 3

0-No relation 3- Highly relation

2- Medium relation

YCA201-INTRODUCTION TO MANAGEMENT FUNCTIONS

1- Low relation

Course Outcome Domain Level
CO1 Describe the concepts of Human resource development Cognitive Knowledge
system
CO2 Understand the idea of marketing research and Cognitive Understand
organization.
CO3 Illustrate the concept of Finance Estimation and its Cognitive Analyze
functions.
CO4 Describe the idea about manufacture plan and quality Cognitive Understand
management.
CO5 Understand the process of strategic planning Cognitive Understand
Course Code | Course Name L (T |P|C
YCA201 Introduction to Management Functions 0 |0 |3
C:P:A=
3:0:0
L [T |P|H
0 3
UNIT-1: Human Resource Development 9
Selection - Appraisal - Training and Information Systems.
UNIT -II: Marketing 9

Concept of marketing mix - Marketing mix elements - product policy and design - pricing -

choice of marketing intermediaries - methods of physical distribution - use of personal selling

- advertising and sales promotion - marketing research - and marketing organization.

UNIT- II:

Finance
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Finance function : concept - scope - and its relationship with other functions - Tools of
financial analysis : funds and cash flow analysis- ratio - analysis - risk-return trade of -
Financial forecasting:profonna income statement and balance sheet - cash flow forecasting
under uncertainty - financial planning - estimation and management of working capital:
operating cycle concept - inventory - accounts receivables - cash and accounts payables -

working capital requirements.

UNIT- 1V: Manufacturing 9

Operations Planning and Control : aggregate planning — multiple product batch - production
cycles - short ten scheduling of job shop - setting production rate in continuous production
systems -activity scheduling in projects - introduction to project time calculations through
PERT/CPM - Management of supply chain - materials management: introduction to
materials management - systems and procedures for inventory management planning - and
procurement of materials - quality management: quality concept and planning -

standardizations - quality circles.

UNIT- V: Strategy 9

Firm and its Environment: strategies and resources -industry structure andanalysis -
evaluation of corporate strategy - strategies for growth and diversification - process of

strategic planning.

LECTURE | TUTORIAL | TOTAL

45 - 45

TEXT BOOK

1. Agarwal, R.D., "Organization and Management", Tata McGraw Hill, 1986.

References

1) Massie, "Essentials of Management". 4th edition, Prentice Hall of India. 1996.

2) Brech, Edward Franz Leopold, and E. F. L. Brech. The principles and practice of
management. Addison-Wesley Longman Ltd, 1975.

3) Willmott, Hugh, ed. Critical management studies. Sage, 1992.

4) Stewart, Rosemary. Reality of Management, The. Routledge, 2012.

PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PSO PSO
1 2
Co1 2 2 1 1 1 1 1 1 2 2
CO2 2 2 1 1 1 1 1 1 2 2
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Co3 2 2 1 1

CO4 2 2 1 1 1 1 1 1 2 2
CO5 1 2 1 1 1 1 1 1 2 2
Total 11 10 5 5 5 5 5 5 10 10
Course | 3 2 1 1 1 1 1 1 2 2

0-No relation 3- Highly relation 2- Medium relation  1- Low relation

YCA202- OPERATING SYSTEMS

Course Outcomes Domain Level

CO1 Explain the operating system concept Cognitive Understand

CO2 Understand the process and various process Cognitive Understand
scheduling algorithms
Practice for different types of scheduling Psychomotor Apply
algorithms

CO3 Describe various memory management concepts Cognitive Understanding
and Interprocess Communication and
synchronization Affective Organize
Integrates different memory management Psychomotor Adapt
techniques

Apply the fixed size and variable size page
replacement algorithm

CO4 Understand the file System and 1/O devices Cognitive Understand
Practice for different types of disk scheduling Psychomotor Apply
algorithms

CO5 Explain Performance Measurement, monitoring Cognitive Understand

and evaluation

Course Code Course Name L | T P C
YCA202 Operating Systems 3 1 0 4
C:P:A=4:0:0 L |T P H

3 2 0 5
UNIT- I: Introduction 15

Evolution of operating systems - Types of operating systems - Different views of the

operating system - operating system concepts and structure.

UNIT- Il:  Processes Management 15

Process concept - systems programmer's view of processes - The operating system services

for process management - Scheduling algorithms - Performance evaluation.

UNIT - 11l: Memory Management 15
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Memory management without swapping or paging - swapping - virtual memory - page
replacement algorithms - modeling paging algorithms - design issues for paging systems -
segmentation.

Interprocess Communication and synchronization:

Need for interprocess synchronization - mutual exclusion - semaphores - hardware sport for
mutual exclusion - queuing implementation of semaphores - classical problems in concurrent
programming - critical region and conditional critical region - monitors - messages -

deadlocks.

UNIT- IV: File Systems 15

File systems - directories - file system implementation- security protection mechanisms.
Input/Output

Principles of I/0 Hardware: 1/O devices - device controllers - direct memory access -
Principles of 1/0 Software : Goals - interrupt handlers - device drivers -device independent
I/O software - User space 1/0 software - Disks: Disk hardware - scheduling algorithms -
Error handling - trac-at-a-time caching - RAM Disks - Clocks: Clock hardware - memory
mapped terminals - I/0O software -terminals: Terminal hardware - memory mapped terminals
- 1/0 software - Processes and Processors in Distributed Systems: Threads - system models
- processor allocation - scheduling - Distributed File Systems: Design - implementation -
trends.

UNIT -V: Performance Measurement, monitoring and evaluation 15

Introduction - important trends affecting performance issues - why performance monitoring
and evaluation are needed - performance measures - evaluation techniques - bottlenecks and
saturation - feedback loops.

Case Studies: MS, DOS. MS WINDOWS, LINUX (UNIX) operating system.

LECTURE | TUTORIAL | TOTAL

45 30 75

TEXT

1. William Stallings, Operating Systems , Prentice Hall of India (P) Ltd, 7" edition-2012.

REFERENCES

1 Deitel.H.M .. "An Introduction to Operating Systems". Addison Wesley Publishing
Company 1984.

2 Milenkovic, M., "Operating Systems- Concepts and Design".McGraw Hill International
Edition Computer Science series 1992.

3 Peterson, J.L .. Abraham Silberschatz. "Operating System Concepts”. Addison Wesley
Publishing Company. 1989.
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PO1 | PO2 | PO3 |PO4 | PO5 | PO6 PO7 | POS8 PSO1 | PSO 2
CO1 3 3 2 2 2 1 2 2 3 3
CO2 3 3 2 2 2 1 2 2 3 3
CO3 3 2 2 2 2 1 2 2 3 3
CO 4 2 3 2 2 2 1 2 2 2 5
CO5 3 2 2 2 2 1 2 2 2 5
Total 14 13 10 10 10 5 10 10 13 13
Course | 3 3 2 2 2 1 1 1 3 3
0-No relation 3- Highly relation 2- Medium relation  1- Low relation
YCAZ203-TECHNICAL ENGLISH
Course Outcomes Domain Level
CO1 Describe the concept of communication Cognitive Understand
CO2 Understand the presentation technique Cognitive Understand
CO3 Understand about bibliography Cognitive Understand
CO4 Explain about seminar Cognitive Understand
CO5 Explain about group discussion Cognitive Understand
Course Code  Course Name L T P C
YCA203 Technical English 3 1 0 4
C:P:A=4:0:0
L T P H
2 0 5
UNIT-I:  Introduction 15

Concept of oral communication and written communication - Note taking - Minutes - memos

and reference material - essay and precise writing.

UNIT- Il: Presentation Techniques 15

Introduction to presentation - Slide preparation - oral presentation principles, written

presentation of technical material

UNIT - I11: Bibliography and Biodata 15

Preparation of bibliography - basic of official correspondence - preparation of bio-data -

resume and CVs

UNIT- IV: Seminar 15
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Concept of seminar - benefits and purpose of seminar - workshop - case study(students

should be asked to prepare and present seminars during the practice session)

UNIT- V: Group discussions

15

Introduction to Group discussions - types of GD - current trends (should also be used and

feedback given to students.)

LECTURE TUTORIAL A TOTAL
45 30 75
TEXT
1 Munter, M., "Business Communication: Strategy and Style” Prentice Hall, New Jersey,
1987.
REFERENCES

1. The Chicago Manual of Style, 13th Edition, Prentice Hall of India, 1989
2. Gowers, Ernest, "The Complete Words". Penguin, 1973.

3. Ludlow, R., and Panton, F., "The Essence of Effective Communication”, Prentice Hall
of India Pvt. Ltd. 1995.
4. Menzel, D.H., Jones, H.M., Boyd, L.G., "Writing a Technical Paper". McGraw Hill,
1961.

5. Strunk, W., White. E.B., "The Elements of Style", 3rd Edition, McMillan, 1979.

6. Tubian, K.L., "A Manual for Written of lerm Papers, Thesis and Dissertation”, Univ. of

Chicago Press, 1973.

PO1 | PO2 | PO3 PO4 | PO5 | PO6 PO7 PO8 |PSO1 | PSO2
COo1 1 1 1 1 0 1 1 2 1 1
CO2 1 1 1 1 0 1 1 2 1 1
CO3 1 1 1 1 0 1 2 2 1 1
CO4 1 1 1 1 0 1 2 2 1 1
CO5 1 1 1 1 0 1 2 1 1 1
Total 5 5 5 5 0 5) 8 09 5 5)
Course |1 1 1 1 0 1 2 3 1 1

0-No relation 3- Highly relation

2- Medium relation
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YCA204- PROBABILITY AND COMBINATORIES

Course Outcomes

CO1 Cognitive Understand Describe the basics of probability functions.

CO2 Cognitive Knowledge Understand the concept of expectation functions and
its variance.

CO3 Cognitive Knowledge Describe and apply various types of distribution
functions

CO4 Cognitive Understand Describe and solve problems in permutations and
combinations on objects.

CO5 Cognitive Understand Understand the Recurrence Relations

Course Code Course Name L (T |P|C

YCA204 Probability and Combinatorics 3 1 (0 |4

L |T |[P|H
C:P:A=4:0:0 3 2 |0 |5
UNIT-1: Probability — Basics 15

Sample space - Events - Axioms - Conditional probability - Bayes rule - Random variables:
Discrete and continuous - Distribution and density functions - Marginal and conditional

distributions - Stochastic independence.

UNIT -1l : Expectations 15

Expectation of a function - Conditional expectation and variance -Moment generating

function - Cumulant generating functions - Characteristic functions.

UNIT — I11: Distributions and its types 15

Discrete and continuous distributions.

UNIT- 1V: Permutations and Combinations 15

Distinct and non-distinct objects - Generating functions for combinations - Enumerators for

permutations- Distribution of distinct objects.

UNIT-V: Recurrence relations 15

Linear and with two indices - Principles of inclusion and exclusion - Formula derangement

- Restrictions on relative positions.

LECTURE | TUTORIAL | TOTAL

45 30 75

TEXT

1. D.P.Apte, “Probability and Combinatorics”, Scholarly Editions,2013.
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REFERENCES

1. Liu, C.L., "Introduction to Combinatorial Mathematics". McGraw Hill. 1996.
2. Ross, S., "A First Course in Probability"”, Collier Macmillan, New York, 1976.

POl | PO2 | PO3 |PO4 | PO5 | PO6 |PO7 PO8 | PSO1 | PSO 2
CO1 3 1 0 1 0 1 1 1 1 1
CO2 3 1 0 1 0 1 1 1 1 1
CO3 2 2 2 1 1 1 1 1 1 1
CO4 2 2 2 1 1 1 1 1 1 1
CO5 1 2 1 1 0 1 1 1 1 1
Total 11 8 5 5 2 5 5 ) ) S)
Course |3 2 2 1 1 1 1 1 1 1

0-No relation 3- Highly relation

2- Medium relation

1- Low relation

YCA205-INFORMATION SYSTEM ANALYSIS, DESIGN AND

IMPLEMENTATION

Course Outcomes Domain Level
CO1 Describe various models and Design Cognitive Knowledge
Understand
CO2 Understand the modeling concept Cognitive Understand
Practice for Developing a Proposal Psychomotor Apply
CO3 Understand various system design methodologies and Cognitive Understand
tools Psychomotor Apply
Practice for Application Development Methodologies
and CASE tools
CO4 Understand Object oriented analysis and design and Cognitive Understand
Obiject oriented analysis data bases
CO5 Describe Managerial Issues in Software Projects Cognitive Understand
Course Code  Course Name L T P C
YCA205 Information System Analysis, Design and 3 0 0 3
Implementation
C:P:A=2:1:0 L T P H
3 0 0 0
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UNIT I Overview of Systems Analysis and Design 9

Systems Development Life Cycle, Concept and Models: requirements determination, Ioglcal
design, physical design; test planning implementation planning and performance evaluation;
communication, interviewing, presentation skills; group dynamics; risk and feasibility
analysis; group-based approaches. JAD, structures walkthroughs, and design and code
reviews; prototyping; database design; software quality metrics; application categories
software package evaluation and acquisition.

UNIT IlInformation requirement Analysis 9

Process modelling with physical and logical data flow diagrams, data modelling with Ioglcal
entity relationship diagrams;
Developing a Proposal: Feasibility study and cost estimation.

UNIT I11System Design 9

Design of input and control, design of output and control, file design/database de3|gn
Process design, user interface design; prototyping; software constructions; documentation.
Application Development Methodologies and CASE tools: Information engineering,
structured systems analysis and design and object oriented methodologies for application
development data modeling, process modeling, user interface design and prototyping; use of
computer aided software engineering (CASE) tools in the analysis, design and
implementation of information systems.

UNIT IVDesign and Implementation of OO platforms: 9

Object oriented analysis and design through object modeling technique, object modellng,
dynamic modeling and functional modeling, object oriented design and object oriented
programming systems for implementation, object orienteddata bases.

UNIT VManagerial Issues in Software Projects 9

Introduction to software markets; planning of software projects, size and cost estlmatlons
project scheduling; measurement of software quality and productivity; ISO and capability
maturity models for organizational growth.

LECTURE TUTORIAL @ TOTAL

45 0 45

TEXT

Senn, LA., "Analysis and Design of Information Systems". Tata McGraw Hill Book
Company, 1986.

REFERENCES

1.Haryszkiewycz, LT., "Introduction of Systems Analysis and Design"”. Prentice Hall of
India, 1989.

2.Rajaraman, V, "Analysis and Design of Information Systems". Prentice Hall of India,
1991.

3.Senn, LA., "Analysis and Design of Information Systems"”. Tata McGraw Hill Book
Company, 1986.

4.Whiten, 1.K., Bentley, L.D., Beslow, V.M., "Systems Analysis and Design Methods".
Galgotia Publications Pvt. Ltd. 1994.

PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PSO 1 PSO 2

Co1 3 1 3122211 2 | 21 3 | 3
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CO 2 3 ] 3] 2] 2] 21 2 2 3 3
CO3 3 | 2 | 2 | 2 | 2 | 1 2 2 3 3
CO 4 > | 3 | 2 | 2 | 2 | 1 2 2 2 2
CO5 3 | 2 | 2| 2 | 2 |1 2 2 2 >
Total 14 [ 13|10 | 120] 10| 5| 10 | 10 13 13
Course 3 | 3] 22211 1 1 3 3

0-No relation 3- Highly relation 2- Medium relation  1- Low relation

YCAZ206 - BUSINESS PROGRAMMING LAB

CO1: Practice various methods to define financial and economic development

CO2: apply for accounting system

CO3: Describe and apply various managerial problems

CO4: solve problem for Retailers

CO5: Solve the Real time Business problem

UnderstandCredit rating information

Course Code Course Name L T P |C
YCA206 Business Programming Lab 0 0 4 |2
L T P |H

C:P:A=0:11 0 0 4 |14
60

sample
1.

2
3
4.
5

~No

Laboratory exercises covering usage of COBOL for handling sequential, indexed sequential
and random access files, report generation with COBOL. Screen management in COBOL.
Exercises must be chosen to illustrate common business operations such as accounting,
inventory management, and personnel file manipulation and information retrieval. Some

problems are given below:
A system for journal acquisition in a library. A bus passenger reservation system.

. An electricity billing system.
. A fixed deposit accounting system for a Finance Company. Hotel room booking.

Book issues and receipts in a library;

Insurance premium calculation and issuing reminders. A hospital management
system.

A system to generate product pages and profiles for a shopping cart.

To Update Details of Employee using Files Manipulation.

A system to be used in retail and wholesale settings to keep track of products from
sales and purchasing

E-Health care System.
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10. A system for booking cab for transport facilities.

LECTURE | PRACTICAL |TOTAL
0 60 60
PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PSO1 | PSO 2

CO1 3 3 2 2 2 1 2 2 3 3
co2 3 3 2 2 2 1 2 2 3 3
co3 3 2 2 2 2 1 2 2 3 3
Co4 2 3 2 2 2 1 2 2 2 2
CO5 3 2 2 2 2 1 2 2 2 2
Total 14 13 10 10 10 5 10 10 13 13
Course 3 3 2 2 2 1 1 1 3 3

0-No relation 3- Highly relation

CO1: Practice the operating system concept

2- Medium relation

YCA207-OPERATING SYSTEM LAB

CO2: Practice for different types of scheduling

algorithms

CO3: Apply the fixed size and variable size page

replacement algorithm

CO4: Practice for different types of disk scheduling

algorithms

CO5: Evaluate Performance Measurement, monitoring

and evaluation

1- Low relation

Course Code

Course Name

YCA207

Operating System LAB
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C:P:A=

0:1:1
L T P|H
0 4 |4
1. Simulate the FCFS, SJF, Priority- CPU Scheduling Algorithms.
2. Simulate MVT and MFT
3. Simulate Bankers algorithm for Deadlock Avoidance
4. Simulate Bankers Algorithm for deadlock Prevention
5. Simulate FIFO Page Replacement Algorithms
6. Simulate LRU Page Replacement Algorithms
7. Simulate Optimal Page Replacement Algorithms
8. Simulate Paging Technique of Memory Management
9. Simulate FSFC, SCAN,CSCAN -Disk Schedulling algorithms
10. Simulate LOOK,CLOOK-Disk Schedulling algorithms
LECTURE PRACTICAL | TOTAL
0 60 60
POl | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PSO1 | PSO2
co1 3 3 2 2 2 1 2 2 3 3
CO2 3 3 2 2 2 1 2 2 3 3
CO3 3 3 2 2 2 1 2 2 3 3
co4 3 3 2 2 2 1 2 2 2 2
CO5 3 2 2 2 2 1 2 2 2 2
Total 15 14 10 10 10 5 10 10 13 13
Course 3 3 2 2 2 1 1 1 3 3
0-No relation 3- Highly relation 2- Medium relation  1- Low relation

CO1 C Knowledge
CO2 C Understand
CO3 C Understand

YCA301- DATABASE MANAGEMENT SYSTEMS
Course Outcomes:

Describe the database architecture and its application

Describe about the relational model and algebra

Explain the data model and accessing of data.
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CO4 C Knowledge Describe the normalization concept for a table of data

CO5 C Understand Illustrate the query technical processing in database
management

Course code Course name L T P C

YCA301 Data Base Management Systems 4 0 0 4

C:P:A=4:0:0 L T P H

4 0 0 4

UNIT-1: Introduction to database Management System 12

Basic concepts-Database & Database Users-Characteristics of the Database-Database
Systems-Concepts & Architecture-Date Models. Schemas & Instances-DBMS Architecture
& Data Independence-Data Base languages & Interfaces-Data Modeling using the Entity-
Relationship Approach

UNIT- 1l : Relational Model Concept 12

Relational Model - Languages &Systems - Relational-Data Model & Relational -Algebre
Relational Model Concepts-Relational Model Constraints-Relational Algebra-SQL — A
Relational Database Language-Date Definition in SQL-View & Queries in SQL-Specifying
Constraints & Indexes in SQL-Specifying Constraints & Indexes in SQL a Relational Database
Management Systems-ORACLE/INGRES

UNIT- Il : Data model 12

Conventional Data Models & Systems Network-Data Model & IDMS Systems Membership
types & options in a set DML for the network model-Navigation within a network database-
Hierarchical Data Model & IMS System-Hierarchical Database structure- HSAM - HISAM
- HDAM & HIDAM organization-DML for hierarchical model-Overview of IMS

UNIT- IV: Relational Data Base Design 12

Relational Data Base Design-Function Dependencies & Normalization for Relational -
Databases - Functional Dependencies-Normal forms based on primary keys (INF, 2NF, 3NF

& BCNF)-Lossless join & Dependency preserving decomposition

UNIT- V: Concurrency Control & Recovery Techniques 12

Concurrency Control & Recovery Techniques-Concurrency Control Techniques-Locking
Techniques-Time stamp ordering-Granularity of Data items-Recovery Techniques-
Recovery concepts-Database backup and recovery from catastrophic failures - Concepts of

Obiject oriented data base management systems

LECTURE TUTORIAL TOTAL
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60 0 60

TEXT

1. Abraham Silberschatz, Henry Korth, S.Sudarshan, Database Systems Concepts,
Sixth Edition, McGraw Hill, 2010.

2. Raghu Ramakrishnan and Johannes Gehrke, Database management systems, Third
Edition,2002

REFERENCES

1. Date, C.J., "An Introduction to Database Systems™, Narosa Publishing House, NewDelhi.

2. Desal, B'., "An Introduction to Database Concepts", Galgotia Publications, New Delhi.

3. Elmsari and Navathe, "Fundamentals of Database Systems"”, Addison Wesley, New
York.

4. Ullman, J.D., "Principles of Database Systems", Galgotia Publications, New Delhi

PO1 | PO2 | PO3 | PO4 | PO5 | POG6 PO7 | PO8 | PSO1 | PSO 2
CO1 3 3 3 3 3 3 2 2 3 3
CO2 3 3 3 2 2 2 2 2 3 3
CO3 3 2 2 2 2 2 2 2 3 3
CO4 2 3 2 2 2 2 2 2 2 2
CO5 3 2 2 2 2 2 2 2 5 5
Total 14 13 12 11 11 11 10 10 13 13
Course 3 3 3 3 3 3 1 1 3 3

0-No relation 3- Highly relation 2- Medium relation  1- Low relation

YCA302 COMPUTER COMMUNICATION NETWORKS

Course Outcomes:

CO1 C Understand Define various methods of topology
CO2 C Understand Understand and apply layer protocol
CO3 C Understand Illustrate various counting and inclusion theory

CO4 C Understand Describe LAN concepts
CO5 C Understand Explain TCP/IP

Course code Course name L T P C

YCA302 Computer Communication Networks 4 0 0 4
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C:P:A=4:0:0 L T P H

4 0 0 4

UNIT-I: Introduction to computer network 12

Advantages of networks - structure of the communications network - point-to-point and
multidrop circuits - data flow and physical circuits - network topologies - topologies and
design goals - Hierarchical topology - horizontal topology (Bus) - star topology - ring
topology - mesh topology - The telephone network - switched and non-switched options -
fundamentals of communications theory - channel speed and bit rate - voice communications
and analog waveforms - bandwidth and the frequency spectrum - connecting the analog and
digital worlds - digital worlds - digital signals - the modem - asynchronous and synchronous
transmission - Wide area and local networks - connection oriented and connectionless
networks, classification of communications protocols - time division multiple access
(TDMA) - time division multiplexing (TDM) - carrier sense (Collision) systems - token
passing - peer-to-peer priority systems - priority slot - carrier sense (collision free) systems
- token passing (priority) systems.

UNIT- II: Layered Protocols and the OSI model 12

Goals of Layered Protocols - network design problems - communication between Iayers -
introduction to standard organizations and the OSI model - standards organizations - Layers
of OSI - OSI status - Polling/Selection Protocols : Character and bit protocols - binary
synchronous control (BSC) HDLC - HOLC options - HDLC frame format - code
transparency and synchronization - HDLC transmission process - HDLC subsets - SDLC -
Protocol conversion.

UNIT- 111: Local Area Networks 12

Way LANSs - Primary attributes of a LAN - Broadband and baseband and base LANs - IEEE
LAN standards - elationship of the 802 standards to the ISO/CCITT model - connection
options with LANs - LLC and MAC protocol data units - LAN topologies and protocols -
CSMA/CO and IEEE 802.3 - token ring (Priority) - token bus and IEEE 802.4 - metropolitan
area networks (MANS) - ANSI fiber distributed data interface - Switching and Routing in
Networks: Message switching - packet switching - when and when not to use packet
switching - packet routing - packet switching support to circuit switching networks.

UNIT- IV: The X.25 Network and Supporting Protocols 12

Features of X.25 - Layers of X.25 and the Physical layer - X.25 and the data link Iayer -
companion standards to X.25 - features of X.25 - X.25 channel options - flow control
principles - other packet types - X.25 logical channel states - packet formats - Internet
working - connectionless mode networks - the frame relay and X.25 stacks.

UNIT- V: TCP/IP and Personal Computer Networks 12

TCP/IP and internetworking - example of TCP/IP operations - related protocols ports and
sockets - The IP address structure - major features of IP - IP datagram - Major IP services -
IP source routing - value of the transport layer - TCP - Major features of TCP - passive and
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active operation - the transmission control block (TCP) - route discovery protocols -
examples of route discovery protocols - application layer protocols

Personal computer communications: Characteristics - error handling - using the personal
computer as a server - linking the personal computer to mainframe computers - tilt: transfer
on personal computers - personal computers and local area networks - network operating
systems (NOSs) - common IBM PC LAN protocol stacks.

LECTURE TUTORIAL TOTAL

60 0 60

TEXTBOOK

1. Andrew S. Tanenbaum, Computer Networks, Fourth Edition, Prentice Hall PTR; 4th
edition, 2002

2. Computer Networking: A Top-Down Approach, by J. F. Kurose and K. W. Ross,
Addison Wesley, 5th Edition, March 2009, ISBN-13: 978-0136079675. (Chapters 1-6)

REFERENCE

1. Black, V., "Computer Networks- Protocols, Standards and Interfaces", Prentice Hall of
India, 1996

2. Stallings, W., "Computer Communication Networks", (4th edition). Prentice Hall of
India.1993.Tanneabaum, A.S .. "Computer Networks", Prentice Hall of India, 19'81.

PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PSO1 | PSO 2
CO1 3 3 2 2 2 1 2 2 3 3
CO?2 3 3 2 2 2 1 2 2 3 3
CO3 3 2 2 2 2 1 2 2 3 3
CO 4 2 3 2 2 2 1 2 2 2 2
CO5 3 2 2 2 2 1 2 2 5 5
Total 14 13 10 10 10 5 10 10 13 13
Course 3 3 2 2 2 1 1 1 3 3

0-No relation 3- Highly relation 2- Medium relation  1- Low relation

YCA303 - OBJECT ORIENTED PROGRAMMING, ANALYSIS AND DESIGN
Course Outcomes

CO1 C Knowledge Describe various methods to define object modelling

CO2 C Understand Understand and construct modeling concepts
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CO3 C Knowledge Describe and Discuss the concepts of operations

CO4 C Knowledge Describe and apply the concepts of designs

CO5 C Knowledge Describe the concepts of implementation of an application

Course code Course name L T P C

YCA303 Object Oriented Programming, Analysis and 4 0 0 4

Design

C:P:A=4:0:0 L T P H
0O 0 4

UNIT-1: Object modeling 12

Object modelling: Objects and classes - Links and associations - Generalization and mhentance

UNIT- Il: Grouping constructs §12

Grouping constructs - Aggregation - Generalization as extension and restriction -Multiple
inheritance - Meta data - candidate keys - Dynamic modelling: Events and states Nesting —
Concurrency

UNIT — I11: Functional modeling %12

Functional modelling: Data flow diagrams - Specifying operations - Analysis: Object modelling -
Dynamic modelling - functional modelling - Adding operations - Iteration.

UNIT- IV:System design and object design 12

System design: Subsystems - Concurrency - Allocation to processors and tasks - Management of
data stores - Control implementation -. Boundary condition - Architectural frameworks - Object
design: Optimization - implementation of control - Adjustment of inheritance - Design of
associations - Documentation - Comparison of methodologies.

UNIT -V : Implementation 12

Implementation: Using a programming language - a database system - Programming styles -
reusability - extensibility - robustness - Programming-in-the-large - case study.

LECTURE TUTORIAL TOTAL

60 0 60

TEXT

1. Craig Larman,"Applying UML and Patterns: An Introduction to object-oriented
Analysis and Design and iterative development”, Third Edition, Pearson Education,
2005

2. Alan Dennis, Barbara H. Wixom, and David Tegarden, Systems Analysis And Design
with UML Version 2.0—An Object-Oriented Approach, 3nd edition, John Wiley &
Sons, Inc., 2009 (required)

3. T5. Erich Gamma, Richard Helm, Ralph Johnson, and John Vlissides, Design Patterns:
Elements of Reusable Object-Oriented Software, Addison Wesley.

45




4. OBJECT-ORIENTED ANALYSIS AND DESIGN With applications SECOND
EDITION Grady Booch Rational Santa Clara, California

REFERENCES

1. Booch, G., "Object Oriented Analysis and Design". 2nd edition, Benjamin/Cummins
Publishing Co .. Redwood City, CA, U.S.A., 1994.
2. Rebecca Wirfs-Brock, et. al, Designing Object Oriented Software", Prentice Hall of
India.1996.
3. Rumbaugh, J., Et al "Object Oriented Modelling and Design". Prentice Hall of India,
New Delhi, 1991

PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PSO PSO 2
1
Cco1 3 3 2 2 2 1 1 1 2 2
CO?2 3 3 2 2 2 1 1 1 2 2
CO3 3 3 2 2 2 1 1 1 2 2
CO4 3 2 2 2 2 1 1 1 2 2
CO5 2 2 2 2 2 1 1 1 2 2
Total 14 13 10 10 10 5 5 5 10 10
Course 3 3 2 2 2 1 1 2 2

0-No relation 3- Highly relation 2- Medium relation  1- Low relation

YCA304-MANAGEMENT SUPPORT SYSTEMS

Course Outcomes

CO1 C Knowledge Discussabout DSS concept and components

CO2 C Understand Describethe data and model management for DSS

C0O3 C Knowledge Describeabout various DSS functionality

CO4 C Understand Understandthe concept of DSS Interface and Group discussion

CO5 C Understand Describe Expert System

Course code Course name L T P C

YCA304 Management Support Systems 4 0 0 4

C:P:A=4:0:0 L T P H
4 0 0 4
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UNIT- I: Introduction 12

Introduction to the concept of Decision Support System - Components of DSS - Dialogue
Management

UNIT —I1: Decision Support System 12

Data Management and Model Management for DSS - Examples of different type of DSS -
Systems Analysis and Design for DSS

UNIT - I11: DSS functionality 12

Models in the context of DSS - Algorithms and Heuristics - DSS Applications in different

functions

UNIT- IV:Interface and Group Discussion 12

Design of interfaces in DSS - An overview of DSS generators - Group Decision in Support

Systems (GDSS) and Decision Conferencing.

UNIT -V :Introduction of Expert Systems 12

Introduction of Expert Systems - Expert Systems in Management - Case Study on Expert
System - Introduction to GIS - MSS based on GIS - Case Studies; Executive Information
Systems (EIS).

LECTURE TUTORIAL TOTAL

60 0 60

TEXT

1. 1.Lucas, H.C., "Information system concepts for management”, 5th edition, McGraw
Hill,New York. 1994,
2. W S Jawadekar , A O’Brien .,“Management Information Systems”

3. Laaudon and Ludon, “Management Information Systems”.

REFERENCES

1. Bhatnagar, S.C. and Ramani K. V., "Computers and Information Management", Prentice
Hall of India. New Delhi, 1992.

2. Issue dedicated of GDSS & Expert Systems, JMIS, 10, 3, 1993-94,

3. Kroenke, D., "Management information systems", 2nd edition, Mitchell McGraw Hill,
New York. 1992.

4. Maryam Alvi, "Group Decision support Systems, Info. Sys. Mgt (ISM)", Vol. 8. No.3

Summer 91 .
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5. Sprauge, R.H., and McNurlin, B.C., "Information Systems Management in Practice”,

3rd ed.

6. Prentice Hall international. New Jersey, 1993.

7. Sprague. R.H. and Carlson, E.D . ."Building Effective Decision Support Systems",

Prentice Hall. New Jersey, 1982.

PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PSO PSO 2
1
CO1 2 1 1 1 1 1 1 1 1 1
CO?2 2 1 1 1 1 1 1 1 1 1
CO3 2 2 1 1 1 1 1 1 1 1
CO4 2 2 1 1 1 1 1 1 1 1
CO5 1 2 1 1 1 1 1 1 1 1
Total 09 08 05 05 05 05 05 05 05 05
Course | 03 02 01 01 01 01 01 01 01 01

0-No relation 3- Highly relation 2- Medium relation  1- Low relation

Course Outcomes:

Co1
CO2
CO3
CO4
CO5

C

O O O O

Knowledge
Understand
Knowledge
Understand

Understand

YCA305 -STATISTICAL COMPUTING

Discuss the basic fundamentals of statistics and measures
Identify the concept of sampling technique

Describe about the charts and analysis

Discuss about the statistics analysis

Describe the various implementation

Course Code

Course Name L T P C
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YCA305 Statistical Computing 4 0 0 4
C:P:A=4:0:0 L T P H

o 0 4
UNIT- I: Introduction 12

Basic Statistics: Measures of central tendencies - Measures of dispersion - Frequency
distributions - Moments - Correlation coefficient - Regression.

UNIT- II: Sampling statistical computing 12

Sampling: Theory of sampling - population and sample - Survey methods and estimation
Statistical inference - Testing of hypothesis and inference

UNIT- Il1l: Statistics For Business 12

Computing frequency charts - Regression analysis.

UNIT- IV: Data Analysis 12
Time series and forecasting
UNIT- V: Implementation 12

Implementation: Using a programming language - a database system - Programming styles
- reusability - extensibility - robustness - Programming-in-the-large - case study.

LECTURE TUTORIAL TOTAL

60 0 60

TEXT

1. Tanner, M. A..," Tools for Statistical Inference:Methods for the Exploration of Posterior

Distribution” Springer Verlag: New York.,third Eition.,1996

REFERENCES

1. Affi, A.A., "Statistical Anal);sis: A Computer Oriented Approach”. Academic Press,
New York, 1979. Hogg. R. v..Et. Al., "Introduction to Mathematical Statistics",
American Publishing, New York. 1980.

PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 |PSO1]PSO?2
co1 3 2 2 1 2 2 2 2 2 2
CO2 3 2 2 ) 2 2 2 2 2 2
CO3 ) 2 2 ) 2 2 2 2 2 2
Co4 5 2 2 1 2 2 2 2 2 2
CO5 ) 2 2 ) 2 2 2 2 2 2
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Total 12 10

10 8 10 10 10 10 10 10

Course 3 2

0-No relation 3- Highly relation 2- Medium relation  1- Low relation

YCA306 -DATABASE MANAGEMENT SYSTEMS LAB

Course Outcomes:

COl1 P Guided
response
CO2 P Guided
response
CO3 P Apply
Guided
Response
CO4 P Guided
response
CO5 A Apply

Buildthe concept of DBMS  programming and its
fundamental
Build an application program using concepts

Develop an application program using a data model
Developthe query technical processing in database
managements

Explain and Implementthe normalization concept for a table
of data

Apply the query technical processing in database
managements

Course code Course name L T P C
YCA306 DBMS Laboratory 0 0 4 2
C:P:A=0:15:05 L T P H
0 0 4 4

60

1. Create table in SQL using Accounting for a shop database

2. Develop a Database design in E-R model and Normalization using Database manager

fora

magazine agency or newspaper agency

3. Implement the Nested Queries using Ticket booking for performances

4. Create views for a particular table using Preparing greeting and birth day cardsPersonal

accounts - insurance, loans, mortgage payments etc.

© 0O N o O

. Implement Join operations in SQL using Doctor's diary, billing

. Create a program to implement JDBC connectivity using Personal bank account

. Create a program to implement ODBC connectivity using Class marks management
. Create a webpage for Video tape library using JDBC Connectivity

. How to update a data by using JDBC connectivity with Personal library.
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10. Create a webpage for Class marks managementlibrary using JDBC Connectivity.
11. Write PL/SQL procedure for an application using Hostel accounting
12. Write PL/SQL procedure for an application using History of cricket scores

13.Write PL/SQL procedure for an application using Cable transmission program manager

POl | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 |PSO1 | PSO?2
col 2 1 1 1 1 1 1 1 2 2
coz 2 1 1 1 1 1 1 1 2 2
cos 2 1 2 1 1 2 2 1 2 2
co4
2 2 1 1 2 1 1 2 2 2
cos 1 1 1 1 1 1 1 1 2 2
Total 09 | o6 | o6 | o5 | o6 | o6 | o6 | 06 | 10 | 10
Course 2 2 2 2 3 3
3 2 2 1
0-No relation 3- Highly relation 2- Medium relation  1- Low relation
YCA307 - STATISTICAL COMPUTING LABORATORY
Course Outcomes:
CO1 P Guided Practice the basic Computer generation of random numbers
Response
CO2 A Apply Understand and apply set theory and Relations
CO3 P Guided Describe various counting and inclusion theory
Response
CO4 A Apply Apply frequency charts for large data sets
CO5 A Apply Apply statistical package to perform factor analysis and tests
of significance
Course code Course name L T P C
YCA307 Statistical Computing 0 0 4 2
C:P:A=0:11 L T P H
0 0 4 4
60

1. Computer generation of random numbers with different distributions.
2. Writing a questionnaire analysis program for data from surveys.

3. Analysis of significance of the results of survey.
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4. Curve fitting to experimental data.
5. Programs to obtain frequency charts for large data sets and fitting a distribution.
6. Use of a statistical package to perform factor analysis and tests of significance.
7. Calculating and displaying regression statistics.
8. Real Statistics Using Excel
9. Calculating and displaying correlation statistics
LECTURE PRACTICAL TOTAL
0 60 60
PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PSO1 | PSO2
col 2 1 1 1 1 1 1 1 2 2
co2 2 1 1 1 1 1 1 1 2 2
CO3
2 1 2 1 1 2 2 1 2 2
co4 2 2 1 1 2 1 1 2 2 2
CO5
1 1 1 1 1 1 1 1 2 2
Tota 09 | o6 | o6 | o5 | o6 | o6 | 06 | 06 | 10 | 10
Course 3 ’ ’ 1 2 2 2 2 3 3

0-No relation 3- Highly relation 2- Medium relation

Course Outcomes:

YCA401- NETWORK PROGRAMMING

1- Low relation

COl1 C Knowledge Describe various methods to define protocols and System
Network Architecture

CO2 C Understand Understand and apply Socket Implementation

CO3 C Knowledge Describe and apply various Winsock programming

CO4 C Understand Describe and Apply Novel IPX/SPX

CO5 C Understand Understand Advanced programming applications.

Course Code Course Name L T P C

YCA401 Network Programming 4 0 4

C:P:A=4:0:0 L T P H
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http://www.real-statistics.com/

4 0 0 4

UNIT -1 : Introduction to Protocols 12

Communication Protocol - Internet protocols Novell - network system - System network
architecture - UUCP - IPX/SPX for LANs - Protocol comparisons.

UNIT —I1: Berkeley Sockets 12

Berkeley sockets: Overview - Unix domain protocols - Socket addresses - Socket system
calls Reserved ports - Passing file descriptors - 1/0 asynchronous and Multiplexing - socket

implementation.

UNIT — I11: Winsock programming 12

Winsock programming: Using the windows socket - APl Window sockets and blocking 1/0
- Other windows extensions - Network dependent UNRI ( )DLL - Sending and receiving

data over connections - Termination.

UNIT —1V: Novel IPX/SPX 12

Novel IPX/SPX: Novel's windows drivers - Netware C interface for windows - IPX/SPX
procedure - Datagram communication - Connection oriented communication with SPX -
IPX/SPX implementation of DLL.

UNIT- V : Advanced Programming Applications 12
Programming applications: Time and date routines - Ping - Trivial file transfer protocol -
Remote login.
LECTURE TUTORIAL TOTAL
60 0 60
TEXT

1. Davis, R., "Windows Network Programming" Addison Wesley, Reading, M.A., 1993.
2.Steven, R., "Unix Network Programming", Prentice Hall of India, New Delhi, 1994,

REFERENCES

1.W.Richard Stevens, “Advanced Programming in the UNIX Environment”, Second

Edition, Pearson Education,2008.

PO1 | PO2 | PO3 | PO4 | POS | PO6 | PO7 | PO8 | PSO1 | PSO2
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co1 3 3 2 2 2 1 1 2 2
CO2 3 3 2 2 2 1 1 2 2
CO3 3 3 2 2 2 1 1 2 2
CO4 3 2 2 2 2 1 1 2 2
CO5 2 2 2 2 2 1 1 2 2
Total 14 13 10 10 10 5 5 10 10
Course 3 3 2 2 2 1 1 2 2

0-No relation 3- Highly relation

2- Medium relation

1- Low relation

YCA402 - SOFTWARE ENGINEERING

Course Outcomes:
CO1 C Knowledge

Describe various methods to define lifecycle models.

CO2 C Understand Understand and analyse the software inspections
C0O3 C Knowledge Describe and apply various software tools
CO4 C Understand Describe and solveissues in modern GUI
CO5 C Understand Understand CASE and Software configuration
management.

Course Code Course Name L T C
YCA402 Software Engineering 0 4
C:P:A=4:0:0

L T H

0 4

UNIT- I:Software life cycle 12

Models: Waterfall, Spiral - Prototyping Fourth generation techniques - SW Process -

Software requirements specification (SRS)Fact-Finding Techniques - Characteristics of a

good SRS: Unambiguous. Complete - Verifiable - Consistent - Modifiable - Traceable and

usable during the operation and Maintenance phase - Prototype outline for SRS.

UNIT- Il: Software Inspection

12

Communication Skills for the System Analyst - Review/Inspection Procedure:Document.

Composition of the inspection team - check list - reading by the inspectors - Recording of
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the defects and action recommended - Students should practice inspecting small requirement

specifications for good characteristics.

UNIT- I1I: System Analysis and SW Design 12

SA tools & Techniques - DFD - Entity Relationship Diagrams - Project Dictionary -

System Design Tools and Techniques - Prototyping - Structured Programming.

UNIT- IV: User Interface Design and User Manual 12

Elements of good design - Design issues - Features of a modern GUI - Menus - scrolling -
windows - Icons - Panels - Error messages, etc.
User Profile - Contents of an User Manual: Student is urged to install and use a software

using its user manual and report the strengths and weaknesses of that user manual.

UNIT- V: Software Configuration Management and CASE 12

Software Configuration Management

Base Line - SCM process - Version Control - Change Management.

Computer Aided Software Engineering

CASE - Tools for Project management Support - Analysis & design - Programming -

Prototyping - Maintenance - Future of CASE.

LECTURE TUTORIAL TOTAL

60 0 60

TEXT

1. Rajib Mall, Fundamentals of Software Engineering, PHI Publication.

2. K. K. Aggarwal and Yogesh Singh, Software Engineering, New Age International
Publishers.

3. Carlo Ghezzi, M. Jarayeri, D. Manodrioli, Fundamentals of Software Engineering, PHI
Publication.

4. lan Sommerville, Software Engineering, Addison Wesley.

5. Kassem Saleh,”Software Engineering”, Cengage Learning.

6. Pfleeger, Software Engineering, Macmillan Publication

REFERENCES

1.Beizer, B., “’Software Testing Techniques”, Second Edition. Van Nostrand Reinhold.
New York. 1990.

2.IEEE Guide to Software Requirements Specifications, Std 830-1984. In”” IEEE Standards
Collection. 1993. Available from IEEE Standards Board, 445 Hoes Lane, P.O. Box 1331,
Piscataway, NJ 08855-1331. NJ, USA.

3.IEEE Standard for Software User Documentation, Std 1063-1987.

4.Pressman, R.S., “’Software engineering” A Practitioner’s Approach”, Third Edition,
McGraw Hill. International Edition, 1992.

5.Whitten, Bentley and Barlow, “System Analysis anc’ Design Methods”, Second Edition,
Galgotia Publications, 1996.
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PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PSO PSO 2
1
co1l 3 3 3 2 2 1 1 1 2 2
CO2 3 3 3 2 2 1 1 1 2 2
Cco3 3 3 3 2 2 1 1 1 2 2
Cco4 3 3 3 2 2 1 1 1 2 2
CO5 2 2 2 2 2 1 1 1 2 2
Total 14 | 14 14 10 | 10 5 5 5 10 10
Course | 3 3 3 2 2 1 1 1 2 2

0-No relation 3- Highly relation 2- Medium relation  1- Low relation

YCA403 - ORGANIZATIONAL BEHAVIOUR

Course Outcomes:

CO1 C Knowledge Describe various methods to analyze Organizational
phenomena.
CO2 C Understand Understand and apply interpersonal group processes
CO3 C Knowledge Describe and apply various structures and its functionalities
CO4 C Understand Describe and solve problems in organizational behaviors
CO5 C Understand Understand methodologies and its behaviors
Course Code Course Name L T P C
YCA403 Organizational Behaviour 3 0 0 3
C:P:A=3:0:0
L T P H
3 0 0 :3
UNIT-I: Introduction 109

Introduction to Organizations and Individuals - What is an organization - components of
organization - nature and variety of organizations (in terms of objectives, structure etc.) -
models of analysing organizational phenomena - organizational and business variables -
organizations in the Indian context - institutions and structure - basic roles in an
organization, etc., perception - attitudes - motives (achievement, power and affiliation),
commitment - values creativity and other personality factors - profile of a manager and an
entrepreneur.

UNIT —I1: Interpersonal and Group Processes 09
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Interpersonal and Group Processes - Interpersonal trust - understanding the other person from
his/her point of view - interpersonal communication - listening - feedback - counselling -
transactional analysis - self-fulfilling prophecy, etc., leadership - motivating people -
working as a member of a team- team functioning - team decision-making - team conflict
resolution - team problem solving.

UNIT — Il: Structures and its Functionalities . 09

Organizational Structure and Integrating Interpersonal and Group Dynamics-EIemenfs of
structure - functions of structure - determinants of structures - dys functionalities of
structures.

UNIT- IV: Organizational Behaviours 09

structure-technology environment-people relationships - principles underlying desigh of
organizations; organizational culture - organizational politics - issues of power and authority
- organizational communications - organizational change - integrating cases(s).

UNIT -V : Case Studies 09

Case method and lectures should be supplemented with a variety of other methodologies
such as feedback on questionnaires and tests, role plays - and behaviour simulation exercise.

LECTURE TUTORIAL TOTAL

45 0 45

TEXT

1. Newstrom John W. - Organizational Behaviour: Human Behavour at Work (Tata Mc
Graw Hill, 12 th Edition)
2. Luthans Fred - Organizational Behaviour (Tata Mc Graw Hill)

REFERENCES

1. Arnold, John, Robertson, Ivan T. and Cooper, Cary, L., "Work Psychology:
Understanding Human Behaviour in the Workplace", MacMillan India Ltd., Delhi, 1996.

2. Dwivedi, R.S., "Human Relations and Organisational Behaviour: A Global Perspective",
MacMuillan India Ltd., Delhi, 1995. "

3. Arnold, John, Robertson, lvan T. and Cooper, Cary, L., "Work Psychology:
Understanding Human Behaviour In the Workplace™, MacMillan India Ltd., Delhi, 1996.

4. Dwivedi, R.S., "Human Relations and Organisational Behaviour: A Global Perspective",
MacMillan India Ltd., Delhi, 1995.

5. French and Bell (4th ed), "Organization Development: Behavioral Science Interventions
for Organization Improvement”, Prentice Hall of India Pvt. Ltd., New Delhi, 1994.

6. Hellriegel, Slocum and Woodman, "Organizational Behaviour”, West Publishing Co.
USA, 1986.

7. Hersey and Blanchard (6th 00), "Management of Organizational Behaviour: Utilising
Human Resources", Prentice Hall of India Pvt. Ltd., New Delhi, 1996.

8. Prasad, Kesho, "Organisational Development for Excellence”, MacMillan India Ltd.,
New Delhi, 1996.

9. Robbins (4th 00), "Essentials of Organizational Behaviour", Prentice Hall of India Pvt.
Ltd.New Delhi, 1995.
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10. Schermerhorn, Hunt and Osborw, *Managing Organization Behaviour™, John Willey &

Sons, USA. 1982.

11. Weston, Mergers, "Restructuring and Corporate Control", Prentice Hall of India Pvt. Ltd.

New Delhi, 1995.
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0-No relation 3- Highly relation

2- Medium relation

YCA405- NETWORKS LAB

Course Outcomes

1- Low relation

COl1 P Guided Manipulate various operation to define FSK/MSK Modem
Response
CO2 P Set Starts and apply Sliding Window protocols
CO3 P Guided Develop and implement Routing protocols
Response
CO4 P Guided Develop and solve problems in Application standards
Response
CO5 P Set Build SNMP
Course Code  Course Name L T P C
YCA405 Networks Lab 0 4 2
C:P:A=0:2:0
L T P H
0 0 4 4
UNIT -1 : FSK/MSK Modem 12
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1. Study of the operation of FSK/MSK modem by varying the data rate and measuring

error rate in random noise.

UNIT —I11: Sliding Window Protocols

12

2. Study of asynchronous and synchronous communication.

3. Study of the performance of Stop and Wait and sliding window protocol

UNIT- I11: Routing Protocols

12

4. Study of different routing protocols.

5. Study of Remote procedure call under Client-Server environment.

UNIT- IV: Application Standards

12

6.Study of different application standards in the areas of

a) file transfer access and management

b)remote logging and virtual terminals

c)E-mail systems

d)Directory services

UNIT-V: SNMP

12

7.Study of network performance and management using an SNMP. Compliance network

managers.
LECTURE PRACTICAL TOTAL
0 60 60
PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PSO1 | PSO?2
CO1 3 3 2 2 2 1 1 1 2 2
CO2 3 3 2 2 2 1 1 1 2 2
CO3 3 3 2 2 2 1 1 1 2 2
CO4 3 2 2 2 2 1 1 1 2 2
CO5 2 2 2 2 2 1 1 1 2 2
Total 14 | 13 10 10 | 10 5 5 5 10 10
Course 3 3 2 2 2 1 1 1 2 2

0-No relation 3- Highly relation

Course Outcomes:

2- Medium relation

YCA406- CASE TOOLS LAB

59

1- Low relation




Co1 Guided Manipulate various methods to define CASE tools
Response
CO2 Set Developing Relational databases
COs3 Guided Describe and implement various Application development tools
Response
CO4 Set Describe and solve problems in developing application software
CO5 Guided DevelopingManagement tools
Response
Course Code Course Name L T P C
YCA406 Case Tools Lab 0 4 2
C:P:A=0:2:0
L T P H
0 0 4 4
60

The lab sessions will have experiments on the following:

1. Use of diagramming tools for system analysis, such as Turbo analyst, for preparing Data

Flow diagrams and E-R diagrams.

IS e

Identify Use Cases and develop the Use Case model.

Draw relevant state charts and activity diagrams.

software including interactive data-entry screens,

7. Transaction processing

8. Report Generations,etc.

Use of tools for relational database design such as relational Designer.

Identify the conceptual classes and develop a domain model with UML Class diagram

Use of toots such as Power Builder, Delphi, Magic etc. in developing application

9. Use of tools for managing the process of software development such as Source Code
Control System (SCCS).

10. Revision Control System (RCS), Make etc.

References

Products manuals from concerned vendors

Keminghan, B.W., Pike, R., '6'fbe Unix Programming Environment", Prentice Hall of

India,

New Delhi, 1984.

LECTURE

PRACTICAL

TOTAL

0

60

60

60




POl | PO2 | PO3 | PO4 | PO5 | POG6 PO7 | PO8 | PSO1 | PSO 2
Co1l 3 3 2 2 2 1 1 1 2 2
CO?2 3 3 2 2 2 1 1 1 2 2
CO3 3 3 2 2 2 1 1 1 2 2
Co4 3 2 2 2 2 1 1 1 2 2
CO5 2 2 2 2 2 1 1 1 2 2
Total 14 13 10 10 10 5 5 5 10 10
Course 3 3 2 2 2 1 1 1 2 2
0-No relation 3- Highly relation 2- Medium relation  1- Low relation
YCAS01-ARTIFICIAL INTELLIGENCE AND APPLICATIONS
Course Outcomes:
CO1 C Knowledge Describe various methods to define Al techniques
CO2 C Understand Understand and apply set theory and Relations
C0O3 C Knowledge Describe and apply various counting and Predicate Logic
CO4 C Understand Describe and solve problems in Probabilistic reasoning
CO5 C Understand UnderstandConcept of learning the expert systems
COURSE CODE COURSE NAME L T P C
YCA501 Artificial Intelligence and Applications 3 0O 0 3
C:P:A=3:0:0
L T P H
3 0 3
UNIT —I: Al Techniques 09

Al techniques-search knowledge, abstraction- natural language processing- vision and

speech processing- Games-theorem proving- robotics - expert systems.

UNIT -I11:State Space Search

09

State space search: Production systems- Search space control: Depth first, breadth first

search, heuristic search - Hill climbing - best first search - branch and bound.

UNIT- I11: Predicate Logic

09
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Minimax search: Alpha-Beta cut offs- Predicate Logic : Skolemizing queries - Unification.

Modus pone - Resolution - dependency directed backtracking

UNIT- IV: Backtracking 09

Rule Based Systems-Forward reasoning-Conflict resolution-Backward reasoning-
Use of no backtrack-Structured Knowledge Representations- Semantic Net-slots, exceptions

and defaults Frames- Probabilistic reasoning-Use of certainty factors-Fuzzy logic.

UNIT- V: Expert Systems 09

Concept of learning-learning automation-genetic algorithm- learning by induction-neural
netsback propagation-Need and justification for expert systems- Knowledge acquisition-
Case studies:MYCIN, RI.

LECTURE TUTORIAL TOTAL

45 0 45

TEXT

1. Stuart J.Russell and Peter Norvig., "Artificial Intelligence- A Modern Approach”,
Pearson-3" edition, 2010.

REFERENCES

1. Nilsson, N.J., "Principles of AP', Narosa Publishing House, 1990.

2. Patterson, D. W., "Introduction to Al and Expert Systems", Prentice Hall of India,
1992.

3. Peter Jackson, "Introduction to Expert Systems", Addison Wesley Publishing
Company, M.A., 1992

4. Rich, E., and Knight, K., "Artificial Intelligence", Tata McGraw Hill (2nd Edition), 1992.

5. Schalk off, R.J., "Artificial Intelligence * An Engineering Approach”, McGraw Hill
International Edition, Singapore, 1992.

6. Sasikumar, M., Ramani, S., "Rule Based Expert System", Narosa Publishing
House,1994.

PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PSO1 | PSO2

CO1 3 3 2 2 2 1 2 2 3 3
CO2 3 3 2 2 2 1 2 2 3 3
CO3 3 2 2 2 2 1 2 2 3 3
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CO 4 2 3 2 2 2 1 2 2 2 5
CO5 3 2 2 2 2 1 2 2 2 5
Total | 14 | 13 | 10 | 10 | 10 5 10 | 10 13 13
Course | 3 3 2 2 2 1 1 1 3 3

0-No relation 3- Highly relation 2- Medium relation  1- Low relation

YCA502-GRAPHICS AND MULTIMEDIA
Course Outcomes:
COl1 C Knowledge Describe various methods to define line-drawing algorithms
CO2 C Understand Understand and apply 2d and 3d transformations
CO3 C Knowledge Describe and apply various types multimedia applications
CO4 C Understand Describe and solve problems in development tools
CO5 C Understand Understandhypermedia

COURSE CODE COURSE NAME L T P C
YCA502 Graphics and Multimedia 3 0 0 3
C:P:A=3:0:0
L T P H
3 0 0 3
UNIT -1 :OQUTPUT PRIMITIVES 09

Points and lines — Line-drawing algorithms — DDA algorithm — Bresenham’s line algorithm
— Attributes of output primitives: Line attributes — Area-fill attributes — Character attributes
— Bundled attributes

UNIT-11: 2D AND 3D TRANSFORMATIONS 09

Two-dimensional Geometric transformations: Basic transformations — Matrix
representations — Composite transformations — Three-Dimensional object representations —
Three-Dimensional geometric and modeling transformations — Three-Dimensional viewing

— Hidden surface elimination — Color models — Virtual reality — Animation

UNIT- 111: MUTLIMEDIA 09

Multimedia basics — Multimedia applications — Multimedia system architecture — Evolving
technologies for multimedia — Defining objects for multimedia systems — Multimedia data

interface standards — Multimedia databases

UNIT- IV: MULTIMEDIA 09
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Technology: Development Tools — Image — Audio — Video- Compression and
decompression — Data and file format standards — Multimedia I/O technologies — Digital
voice and audio — Video image and animation — Full motion video — Storage and retrieval

technologies

UNIT-V: HYPERMEDIA 09

Multimedia authoring and user interface — Hypermedia messaging — Mobile messaging —
Hypermedia message component — Creating hypermedia message — Integrated multimedia

message standards — Integrated document management — Distributed multimedia systems

LECTURE TUTORIAL TOTAL

45 0 45

TEXT

1. Donald Hearn and M.Pauline Baker, Computer Graphics in C Version, Fifth Edition,
Pearson Education, 2015.

2. Andleigh, P. K and Kiran Thakrar , Multimedia Systems and Design, PHI, 2003.

3. Judith Jeffcoate , Multimedia in Practice: Technology and Practice., Pearson Education,
2014

REFERENCES

1. William M. Neuman, Robert R. Sprout, Principles of interactive Computer Graphics,
McGraw Hill International Edition.

2. Buford J. F Koegel, Multimedia Systems, Twelfth Indian Reprint, Pearson Education

POl | PO2 | PO3 | PO4 | PO5 | POG6 PO7 | PO8 | PSO1 | PSO 2
Co1 3 3 3 3 3 1 2 2 3 3
CO2 3 3 2 2 2 1 2 2 3 3
CO3 3 3 2 2 2 1 2 2 3 3
CO4 3 3 2 2 2 1 2 2 2 2
CO5 3 2 2 2 2 1 2 2 2 2
Total 15 14 11 11 11 5 10 10 13 13
Course 3 3 3 3 3 1 1 1 3 3

0-No relation 3- Highly relation 2- Medium relation  1- Low relation
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YCA503- OPTIMIZATION TECHNIQUES
Course Outcomes:
CO1 C Knowledge Describe various methods to define simplex method
CO2 C Understand Understand and apply branch and bound method.
CO3 C Knowledge Describe and apply various queuing theory

CO4 C Understand Describe and solve problems in inventory theory
CO5 C Understand UnderstandPERT and CPMpath.
COURSE CODE COURSE NAME L T P C
YCA503 Optimization Techniques Linear 3 0 0 3
Programming

C:P:A=3:0:0

L T P H

0O 0 3

UNIT- I: Introduction to Optimization Techniques 09

Graphical method for two dimensional problems - Central problem of linear programming
various definitions - statements of basic theorems and properties - Phase | and Phase Il of

the simplex method - revised simplex method - primal and dual - dual simplex method.

UNIT- II: Integer Programming 09

Sensitivity analysis transportation problem and its solution - assignment problem and its

solution by Hungarian method- Gomorra cutting plane methods - Branch and Bound method

UNIT- 11l: Queuing Theory 09

Characteristics of queuing systems - steady state Mimi, MIMit/K and MIMIC queueing
models- Replacement of items that deteriorate - Replacement of items that fail Group

replacement and individual replacement.

UNIT- IV: Inventory Theory 09

Costs involved in inventory problems - single item deterministic models-economic lot size

models without shortages and with shortages having production rate infinite and finite.

UNIT- V: PERT and CPM 09

Arrow networks - time estimates- earliest expected time, latest allowable occurrence time
and slack - critical path - probability of meeting scheduled date of completion of project-

calculations on CPM network - various floats for activities - critical path - updating project
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- operation time cost trade off curve - project time cost trade off curve - selection of schedule

based on cost analysis.

LECTURE TUTORIAL TOTAL
45 0 45
TEXT
1. Hamdy A.TAHA. "Operations research- An Introduction”, 8"edition, Pearson

Education,Inc,2007.

REFERENCES

1. Karnbo, N.S., "Mathematical Programming Techniques", McGraw Hill, New York.

1985.

2. Kanti Swarup, Gupta, P.K., and Man Mohan, "Operations Research"”, Sultan Chand &

Sons-New Delhi. 1990.

3. Mital K. V., "Optimization Methods In Operations Research and System Analysis", New
Age International (P) Ltd., New Delhi, 1992.
4. Saffer, L.R., Fitter J.B., and MeyerW.L., "The Critical Path Method". McGraw Hill. New

York. 1990.

5. Taha, H.A., "Operations research- An Introduction", McMillan Publishing co .« New

York, 1986.

6. Gillet, B.E., "Introduction to Operations Research : A Computer Oriented Algorithmic
Approach”. Tata McGraw Hill, New York, 1990.

PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PSO | PSO

1 2
CO1 2 3 2 2 2 1 1 1 2 2
CO2 3 3 2 2 2 1 1 1 2 2
CO3 3 3 2 2 2 1 1 1 2 2
CO4 2 2 2 2 2 1 1 1 2 2
CO5 3 2 2 2 2 1 1 1 2 2
Total 13 13 10 10 10 5 5 5 10 10
Course 3 3 2 2 2 1 1 1 2 2

0-No relation 3- Highly relation

2- Medium relation
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YCA®S04- ARTIFICIAL INTELLIGENCE AND APPLICATIONS LAB

Course Outcomes:

CO1 P Guided Manipulate various methods to define Al techniques
Response
CO2 P Set Starts and apply set theory and Relations
CO3 P Guided Develop and implementvarious counting and Predicate Logic
Response
CO4 P Guided Develop and solveproblems in Probabilistic reasoning
Response
CO5 P Set BuildConcept of learning the expert systems
COURSE CODE A COURSE NAME L T P C
YCA504 Artificial Intelligence and ApplicationsLab 0 0 3 2
C:P:A=0:2:0
L T P H
0 3
45
1. Write a program to implement simple Chatbot using NLP concept of Al.

N oo g &

Write a program to implement Breadth first search traversal Algorithm with Al
techniques.

Write a program to implement Depth first search traversal Algorithm using Al
techniques.

Write a program to implement Tower of Hanoi Problem using Al techniques.

Write a program to implement Hung man game with Al techniques.

Write a program to implement Tic-Tac-Toe game with Al techniques.

Build an Artificial Neural Network by implementing the Backpropagation algorithm
and test the same using appropriate data sets in machine learning.

Write a program to implement K nearest Neighbour algorithm to classify the iris data
set, print both correct and wrong predictions using Machine Learning Techniques.
Case Study in NLP - Text classification, parts of speech tagging and stemming from

sentences.

10. Case Study in DCNN - GoogLeNet and AlexNet

PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PSO | PSO

Co1
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CO2

2 | 1 | 1| 1] 11|t 1] 2] 2
cos 2 | 1 | 2 | 1] 1] 2] 2]1]2]:2
co4 2 |2 | 1] 1] 2] 1| 1] 2]2]:2
COS5 11 ] o2 2
Total 09 | 06 | 06 | 05 | 06 | 06 | 06 | 06 | 10 | 10
Course 3 2 2 1 2 2 2 2 3 3

0-No relation 3- Highly relation 2- Medium relation  1- Low relation

YCA505-OPTIMIZATION TECHNIQUES LAB
Course Outcomes:

COl1 P Guided Manipulate various methods to define simplex method
Response
CO2 P Set Starts and apply branch and bound method.
CO3 P Guided Develop and implementvarious queuing theory
Response
CO4 P Guided Develop and solveproblems in inventory theory
Response
COURSE CODE | COURSE NAME L T P C
YCA505 Optimization Techniques Lab 0O 0 3 2
C:P:A=0:2:0
L T P H
0O 3 3
45

To develop computer programs for the following and to test with suitable numerical
examples

Graphical method to solve two dimensional Linear Programming Problem.

Revised Simplex method to solve n-dimensional Linear Programming Problem

Dual Simplex method to solve n-dimensional Linear Programming Problem.

Solution of Transportation problem.

Gomory cutting plane methods for Integer Programming Problems

Branch and Bound method to solve Integer Programming Problem.

M/M/1/N AND M/M/C queuing problems.

N o g bk~ wDd e
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8. Single item deterministic inventory model problems with/without shortage and

finite/infinite production rate.
9. Todraw the PERT/CPM networks.
10. Calculations of PERT analysis

11. Calculation of CPM analysis.

POl | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PSO1 | PSO2
col 2 1 1 1 1 1 1 1 2 2
coz 2 1 1 1 1 1 1 1 2 2
cos 2 1 2 1 1 2 2 1 2 2
co4 2 2 1 1 2 1 1 2 2 2
CO5
1 1 1 1 1 1 1 1 2 2
Total
09 06 06 05 06 06 06 06 10 10
Course 2 2 2 2 3 3
3 2 2 1
0-No relation 3- Highly relation 2- Medium relation  1- Low relation
COURSE NAME L T P
COURSECODE
YCA506 Industrials Lectures 0 0 2
C:P:A=0:2:0
L TP
0 0 2
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COl1 P Guided Response Identifying the Recent Technologies
CO2 P Guided Response Preparing the content/Arranging the Seminar
CO3 P Guided Response Attending the Lectures
CO4 P Guided Response Implementing the Lectures
CO5 P Guided Response Answer the Question
PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 PO8 PSO 1 PSO 2
COo1 2 2 2 2 2 2 2 2 3 3
CO?2 2 2 2 2 2 2 2 2 3 3
CO3 2 2 2 2 2 2 2 2 3 3
CO4 2 2 2 2 2 2 2 2 3 3
CO5 2 2 2 2 2 2 2 2 3 3
Total 10 10 10 10 10 10 10 10 15 15
Course | 3 2 2 2 2 2 2 2 3 3

0-No relation 3- Highly relation

2- Medium relation

1- Low relation

COURSECODE COURSE NAME LT
YCAS07 Seminar 0 0
C:P:A=0:2:0
LT
0 0
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CO1 P Guided Response Identifying the Topic

CO2 P Guided Response Preparing the content/Arranging the Seminar

CO3 P Guided Response Presenting the content

CO4 P Guided Response  Addressing the Audience

CO5 P Guided Response Answer the Question

POl | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 PO8 PSO 1 PSO 2
COo1 2 2 2 2 2 2 2 2 3 3
CO2 2 2 2 2 2 2 2 2 3 3
CO3 2 2 2 2 2 2 2 2 3 3
CO4 2 2 2 2 2 2 2 2 3 3
CO5 2 2 2 2 2 2 2 2 3 3
Total 10 10 10 10 10 10 10 10 15 15
Course | 3 2 2 2 2 2 2 2 3 3

0-No relation 3- Highly relation

2- Medium relation

1- Low relation

COURSECODE COURSE NAME L T P
YCA508 Project Work 0O 0 6
C:P:A=0:2:0
L T P
0 0 6
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COl1 P Guided Response Practice the Requirements Analysis

CO2 P Guided Response Create the Design for their project

CO3 P Guided Response Create the Coding

CO4 P Guided Response Plan for Testing

CO5 P Guided Response Solve the Conclusion

POl | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 PO8 PSO 1 PSO 2
Co1 2 2 2 2 2 2 2 2 3 3
CO?2 2 2 2 2 2 2 2 2 3 3
CO3 2 2 2 2 2 2 2 2 3 3
CO4 2 2 2 2 2 2 2 2 3 3
CO5 2 2 2 2 2 2 2 2 3 3
Total 10 10 10 10 10 10 10 10 15 15
Course | 3 2 2 2 2 2 2 2 3 3

0-No relation 3- Highly relation

2- Medium relation

1- Low relation

COURSECODE COURSE NAME L T
YCAG601 Seminar 0 O
C:P:A=0:3:0

L T
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0 0 3
COl1 P Guided Response Identifying the Topic
CO2 P Guided Response Preparing the content/Arranging the Seminar
CO3 P Guided Response Presenting the content
CO4 P Guided Response Addressing the Audience
CO5 P Guided Response Answer the Question
PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 PO8 PSO 1 PSO 2
COo1 2 2 2 2 2 2 2 2 3 3
CO2 2 2 2 2 2 2 2 2 3 3
CO3 2 2 2 2 2 2 2 2 3 3
CO4 2 2 2 2 2 2 2 2 3 3
CO5 2 2 2 2 2 2 2 2 3 3
Total 10 10 10 10 10 10 10 10 15 15
Course | 3 2 2 2 2 2 2 2 3 3
0-No relation 3- Highly relation 2- Medium relation  1- Low relation
COURSECODE COURSE NAME L T C
YCAG602 Project Work 0 O 12
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C:P:A=0:3:2
L TP
0 0 6
COl1 P Guided Response Practice the Requirements Analysis
CO2 P Guided Response Create the Design for their project
CO3 P Guided Response Create the Coding
CO4 P Guided Response Plan for Testing
CO5 P Guided Response Solve the Conclusion
PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 PO8 PSO 1 PSO 2
COo1 2 2 2 2 2 2 2 2 3 3
CO?2 2 2 2 2 2 2 2 2 3 3
CO3 2 2 2 2 2 2 2 2 3 3
CO4 2 2 2 2 2 2 2 2 3 3
CO5 2 2 2 2 2 2 2 2 3 3
Total 10 10 10 10 10 10 10 10 15 15
Course | 3 2 2 2 2 2 2 2 3 3

0-No relation 3- Highly relation 2- Medium relation

1- Low relation

YCAEE1-PROGRAMMING LANGUAGES AND PARADIGMS

Course Outcomes:

Course Outcomes Domain Level
CO1 | Explain the concept of programming languages and | Cognitive Understand
paradigms
CO2 | Understand the concept ofExpression Control Cognitive Understand
CO3 |Describe various Procedural languages Cognitive Understand
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CO4 | Understandthe Output-based languages Cognitive Understand
CO5 | UnderstandtheFunctional languages Cognitive Understand
Course Code Course Name L T P C
YCAEE1 Programming Languages and Paradigms 4 0 0 4
C:P:A=4:0:0
L T P H
0 0 4
UNIT-I:  Introduction 12

Concept of programming languages; Need and Characteristics to study programming
languages; Programming language paradigms: Imperative, Object Oriented, Functional,
Logic, Event Driven and Concurrent Programming; Attributes of a good language; Effects
of environments; syntactic elements; Language design issues; Virtual computers and binding
times; Language Translation issues; Stages in translation; Data Types and objects: properties
of Types and objects, Elementary data types, structured data types, Type conversion; Virtual

computers and binding times.

UNIT- II: Expression Control 12

Expression Control ; Arithmetic expressions; non arithmetic expressions; Control between

Statements; Sub program control: Sequence control, data control and stored data.

UNIT- IlI: Procedural languages 12

Concept of Procedural languages; Data objects; sequence control; subprograms and storage
managements; Exceptions and exception handling.

UNIT- IV: Output-based languages 12

Concept of Output-based languages; Data objects; sequence control; subprograms and

storage management, abstraction and encapsulation.

UNIT -V: Functional languages 12

Functional languages: Data objects, sequence control, subprograms and storage management
Logic programming languages: Data objects, sequence control, subprograms and storage

management.

LECTURE

TUTORIAL

TOTAL

60

60
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TEXT

Books

PHI, 2002, 3rd Edition.ISBN-81-203-1038-1

3rd Edition, Cenage learning. ISBN-13:978-81-315-1062-9.

1. Pratt T.W., Zelkowitz “Programming Languages: Design and Implementation”

2. RoostaSeyed, “Foundations of Programming Languages Design &Implementation”,

REFERENCES

edition.ISBN-81-317-0837-3.

1. Sebesta R. W., “Concepts of programming languages”, Pearson Education 2001, 4th

2. Sethi Ravi, “Programming Languages: Concepts and Constructs” Pearson Education,
ISBN: 9788177584226
3. Herbert Schildt “The Complete Reference Java2”, 5th edition, Tata McGraw Hill,
ISBN13: 978-0-07-049543-2.
PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PSO PSO 2
1
CO1 3 3 2 2 2 1 1 1 2 2
CO?2 3 3 2 2 2 1 1 1 2 2
CO3 3 3 2 2 2 1 1 1 2 2
co4 2 2 2 2 2 1 1 1 2 2
CO5 2 2 2 2 2 1 1 1 2 2
Total 13 13 10 10 10 5 5 10 10
Course | 3 3 2 2 2 1 1 2 2

0-No relation  3- Highly relation  2- Medium relation

YCAEE2-VISUAL PROGRAMMING

Course Outcomes:

1- Low relation

Course Outcomes Domain Level
Co1 Explain the concept of Visual programming Cognitive Understand
CO2 Understand the concept of Structures and | Cognitive Understand
Programming Techniques
CO3 |Understand the concept Object-Oriented Cognitive Understand
programming
CO4 Understand the Object-oriented development tools | Cognitive Understand
CO5 Understand theprogramming techniques Cognitive Understand
Course Code  Course Name L T P C
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YCAEE?2 Visual Programming 4 0 0. 4

C:P:A=4:0:0

L T P H

0 0 4

UNIT =I: Introduction 12

Visual programming principles — GUI Design - User-centered Design - Navigation Accessibility

- Structure — Elements- Visual hierarchy — Typography — Graphics — Animation — Creative design.

C and C++ foundations Data, controls, writing and using functions. Arrays, pointers.

UNIT- II: Structures and Programming Techniques 12

I/0 structures, unions and miscellany. Advanced C and C++ programming techniques.

UNIT- I11: Object-Oriented programming 12

Introduction to Object-Oriented programming, C++ classes. 1/0. Working in object-oriented

environment.

UNIT- IV: Object-Oriented Development 12

Generic concepts and tools for windows. Procedure oriented development - 16 bit applications.

Obiject-oriented development - Foundation class library.

UNIT- V: Programming Techniques 12

Windows 95 and Windows NT programming techniques.

LECTURE TUTORIAL TOTAL

60 - 60

TEXT Books

1. Murray, el.al "The Visual C++ Handbook", 2nd edition. Osborne McGraw Hill. New
York.1996.

REFERENCES

2.Wilbert O. Galitz, “The Essential Guide to User Interface Design: An Introduction to GUI
Design Principles and Techniques”, Wiley Desktop Editions, 2007

3.SandeepChatterjee, Janes Webber, “Developing Enterprise Web Services: An Architect’s
Guide”, Pearson Education, 2005

PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PSO 1 PSO 2

CO1 3 3 2 2 2 1 2 | 2 3 3
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CO2 3 3 2 2 2 1 2 2 3 3
CO3 3 2 2 2 2 1 2 2 3 3
CcO4 2 3 2 2 2 1 2 2 2 2
CO5 3 2 2 2 2 1 2 2 2 2
Total 14 13 10 10 10 5 10 10 13 13
Course 3 3 2 2 2 1 1 1 3 3

0-No relation  3- Highly relation  2- Medium relation 1- Low relation

YCAEE3-COMPILER DESIGN
Course Outcomes:

Course Outcomes Domain Level

COL1 | Explain the concept of Compiler designing Cognitive | Understand
CO2 | Understand the concept ofparser Theory Cognitive | Understand
CO3 |Understand the conceptsyntax analysis Cognitive | Understand
CO4 | Understandthe handling techniques Cognitive | Understand
CO5 | Understandthecode generation Cognitive | Understand
Course Code Course Name L T P C
YCAEE3 Compiler Design 3 0 0o 3
C:P:A=3:0:0

L T P H

o o0 3

UNIT-1: Introduction 9

Classification of grammars. Context free grammars. Deterministic finite state automata
(DFA) Non-DFA.

UNIT- Il: Parsing Theory- Syntax Analyzer 9

Scanners. Top down parsing, LL grammars. Bottom up parsing. Polish expressions Operator

precedence grammar. IR grammars. comparison of parsing methods. Error handling.

UNIT- 11l: Runtime Environment 9

Symbol table handling technigues. Organization for non-block and block structured

languages. Run time storage administration. Static and dynamic allocation.

UNIT- IV: Syntax Analysis 9
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Intermediate forms of source program. Polish N-tuple and syntax trees. Semantic

analysis and code generation.

UNIT- V: Code Optimization and Code Generation

9

Code optimization. Folding, redundant sub-expression evaluation. Optimization

within iterative loops.

LECTURE TUTORIAL TOTAL
45 - 45
TEXT Books
Murray, el.al "The Visual C++ Handbook", 2nd edition. Osborne McGraw Hill. New York.
1996.
REFERENCES

1. Tremblay, et. al, "The Theory and Practice of Compiler Writing". McGraw Hill, New

York,

2. Keith D Cooper and Linda Torczon, “Engineering a Compiler”, Morgan Kaufmann

Publishers Elsevier Science, 2004.

3. Charles N. Fischer, Richard. J. LeBlanc, “Crafting a Compiler with C”, Pearson

Education, 2008.

PO1 | PO2| PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PSO PSO 2
1
Cco1 3 3 2 2 2 1 1 1 2 2
CO2 3 3 2 2 2 1 1 1 2 2
CO3 3 3 2 2 2 1 1 1 2 2
CO4 3 2 2 2 2 1 1 1 2 2
CO5 2 2 2 2 2 1 1 1 2 2
Total 14 | 13 10 10 10 5 5 5 10 10
Course 3 3 2 2 2 1 1 1 2 2

0-No relation  3- Highly relation  2- Medium relation
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1- Low relation




YCAEE4- ADVANCED UNIX PROGRAMMING

Course Outcomes:
CO1 C Knowledge

CO2 C Understand
C0O3 C Knowledge
CO4 C Understand
CO5 C Understand

Describe various methods to define Advanced unix

programming

Understand and apply processes and System calls
Describe and apply various Multiplexing
Describe and solve problems in IPC

Understand Advanced socket programming

Course Code  Course Name L T P C

YCAEE4 Advanced Unix Programming 3 0O 0 3
C:P:A=3:0:0

L T P H

0O 0 3

UNIT -I:  Advanced Unix Programming 09

Organization of Unix - User interface. Programmer interface - The environment of Unix

process System calls.

UNIT- II: Processes and System calls

09

Process control - File related system calls - Process related system calls - Signals

Programming using system calls.

UNIT- 111: Multiplexing 09
Advanced I/O multiplexing - Memory mapped 1/0O.
UNIT- IV: Interprocess Communications 09
Interprocess communication: Pipes - shared memory - semaphores - messages.
UNIT- V : Advanced Socket Programming and IPC 09
Advanced interprocess communications - Streams - Pipes - Open server.

LECTURE | TUTORIAL TOTAL
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45 0 45

TEXT

1.Steven, R., "Unix Network Programming", Prentice Hall of India, New Delhi, 1994.

REFERENCES

1.Stevens. W.R .. "Advanced Programming in the Unix environment". Addison Wesley.
Reading. M.A .. 1992.

PO1| PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PSO1 | PSO2
CO1 3 3 2 2 2 1 2 2 3 3
CoO2 3 3 2 2 2 1 2 2 3 3
CO3 3 2 2 2 2 1 2 2 3 3
co4 2 3 2 2 2 1 2 2 5 5
CO5 3 2 2 2 2 1 2 2 2 2
Total 14 13 10 10 10 5 10 10 13 13
Course 3 3 2 2 2 1 1 1 3 3

0-No relation 3- Highly relation

2- Medium relation  1- Low relation

YCAEES5S - DISTRIBUTED DATABASE MANAGEMENT
Course Outcomes:
CO1 C Knowledge

Describe various methods to define levels of distributed

database design

CO2 C Understand Understand and apply time based and quorum based protocols

CO3 C Knowledge Describe and apply various types of protocols

CO4 C Understand Describe and solve problems in distributed data dictionary
management

CO5 C Understand Understand SQL server

COURSE CODE COURSE NAME L T P C

YCAEE5 Distributed Database Management 3 0 0 3
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C:P:A=3:0:0

L T P H

0O 0 3

UNIT- I :Distributed Database Design 09

Distributed DBMS features and needs - Reference architecture- Levels of distribution
transparency, replication- Distributed database design - fragmentation, allocation criteria-

Storage mechanisms.

UNIT- I1:Global Query Optimization 09

Translation of global queries /Global query optimization- Query execution and access plan-
Concurrency control - 2 phase locks- Distributed deadlocks- Time based and quorum based

protocols- Comparison

UNIT- I11: Types of Protocols 09

Reliability - non-blocking commitment protocols-Partitioned networks-Checkpoints and
cold starts-Management of distributed transactions - 2 phase unit protocols- Architectural

aspects.

UNIT- IV: Distributed Data Dictionary Management 09

Node and link failure recoveries-Distributed data dictionary management- Distributed
database  administration.-Heterogeneous  databases-federated  database, reference

architecture, loosely and tightly coupled.

UNIT- V: SQL Server 09

Alternative architectures- Development tasks, Operation - global task management-Client

server databases-SQL server, open database connectivity- Constructing an application.

LECTURE TUTORIAL TOTAL

45 0 45

TEXT

1. Elim asri.navathe- “Fundamentals of Database Management Systems”- 6™ edition
,Addison Welsey.
2. M.Tamer Ozsu,Patrick valduriez “principles of distributed database systems -

3"edition ,Springer science +Business Media ,LLC 2011.

REFERENCES

1. Ceri, S .. Pelagatti. G., "Distributed Databases: Principles and System', McGraw Hill.
New York, 1985.
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POl | PO2 | PO3 | PO4 | PO5 | POG6 PO7 | PO8 | PSO1 | PSO 2
Co1 3 3 2 2 2 1 2 2 3 3
CO2 3 3 2 2 2 1 2 2 3 3
CO3 3 3 2 2 2 1 2 2 3 3
CO4 3 3 2 2 2 1 2 2 2 2
CO5 3 2 2 2 2 1 2 2 2 2
Total 15 14 10 10 10 5 10 10 13 13
Course 3 3 2 2 2 1 1 1 3 3

0-No relation 3- Highly relation
YCAEEG6 — IMAGE PROCESSING

Course Outcomes:

2- Medium relation

1- Low relation

Domain Level

CO Cognitiv.  Understand  Describe the basics of digital image fundamentals.

1 e

CO Cognitiv.  Knowledge Understand the classifications of Image Processing

2 e techniques.

CO Cognitiv.  Knowledge Describe and apply various types of feature extraction

3 e Apply techniques applicable for image vision.

CO Cognitiv.  Understand  Describe and solve problems in encoding images based

4 e Apply on the concept of Fourier transforms.

CO Cognitiv.  Knowledge Define the concept of filtering and Restorations.

5 e

COURSE CODE COURSE NAME L|T P |C

Course code Course name 0 3

YCAEEG6 Image Processing

C:P:A=3:0:0 L | T |P |H
3 |0 3

UNIT —-I: Digital Image Fundamentals 9
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Image digital Representation. Elements of visual perception .Sampling and quantization.
Image processing system elements. Fourier transforms. Extension to 2- D, OCR, Walsh,

Hadamard transforms.

UNIT- Il: Image Transformation and segmentation 9

Enhancement and segmentation: Histogram modification. Smoothing, sharpening.

UNIT — I1l; Feature Extraction 9

Thresholding. Edge Detection. Segmentation. Point and region dependent techniques.

UNIT -1V : Image Encoding 9

Image encoding: Fidelity criteria. Transform compression. KL, Fourier, DCT. Spatial

compression, Run length coding. Huffman and contour coding.

UNIT-V : Image Restoration 9

Restoration: Models. Inverse filtering. Least squares filtering. Recursive filtering.

LECTURE | TUTORIA | TOTAL

L
45 0 45
TEXT
1. Mark Nixon, et.a 1, “Feature Extraction & Image processing for Computer vision” 3 rd
Edition, 2012.
REFERENCES

1. Gonslaez, Richard E. Woodset.al, "Digital Image Processing”, Addison Wesley,
Reading, M.A., 1990.

PO1 | PO2 |PO3 | PO | PO | PO6 | PO7 |PO8| PSO1 | PSO?2
4 5
co1 3 3 2 2 2 1 1 1 2 2
CO2 3 3 2 2 2 1 1 1 2 2
CO3 3 3 2 2 2 1 1 1 2 2
CO4 3 2 2 2 2 1 1 1 2 2
CO5 2 2 2 2 2 1 1 1 2 2

84




Total

14 13

10 10 10 5 5 5

10

10

Course

0-No relation 3- Highly relation 2- Medium relation  1- Low relation

YCAEE7 - PARALLEL PROGRAMMING

Course Outcomes:

Domain  Level
CO1 Cognitiv  Understand  Describe the basics of Parallel Programming techniques.
e
CO2 Cognitiv.  Knowledge  Understand the concept of Data dependency
e
CO3 Cognitiv.  Knowledge  Describe and apply various types of Performance analysis
€ Apply
CO4 Cognitiv  Understand  Describe and solve problems in Parallel Programming
e
CO5 Cognitiv.  Understand  Understand the Methods for Applying in Programming
e parallel.
Course code Course name L |T |P d
YCAEE7 Parallel Programming 3 /0 |0 3
L|T |P H
C:P:A=3:0:0 3 10 |0 3
UNIT-1: Parallel Programming- Introduction 9

Processes and processors. Shared Memory. Fork. Join constructs. Basic parallel

programming techniques-loop splitting, spin locks, contention barriers and row conditions.

UNIT- Il: Data dependency and Scheduling

9

Backward. Block scheduling.

Variations in splitting, self and indirect scheduling. Data dependency-Forward and

UNIT- I1l: Performance Analysis

9

number of processes, effective use of cache.

Linear recurrence relations. Backward dependency. Performance tuning overhead with
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UNIT- IV: Parallel Programming — Problems 9

Parallel programming examples: Average, mean squared deviation, curve fitting, numerical
integration, travelling salesman problem, Gaussian elimination. Discrete event time

simulation.

UNIT-V: Parallel Programming Methods 9

Parallel Programming constructs in HPF, Fortran 95. Parallel programming under Unix.

LECTURE | TUTORIA | TOTAL
L

45 0 45

TEXT

1.Roosta, Seyed H,” Parallel Processing and Parallel Algorithms”, 2016.

REFERENCES

1.Brawer, S., "Introduction to parallel programming", Academic Press, New York, 2005.

POl | PO2 |PO3 | PO | PO | PO6 | PO7 | PO8| PSO1 | PSO2
4 5
Cco1 3 3 3 2 2 2 1 1 2 2
CO?2 3 3 3 2 2 2 1 1 2 2
CO3 3 3 3 2 2 2 1 1 2 2
CO4 3 3 3 2 2 2 1 1 2 2
CO5 2 2 2 2 2 2 1 1 2 2
Total 14 14 | 14 | 10 | 10 10 5 5 10 10
Course 3 3 3 2 2 2 1 1 2 2

0-No relation 3- Highly relation 2- Medium relation  1- Low relation

YCAEE8 SYSTEM ANALYSIS AND SIMULATION
Course Outcomes:

CO1 C Knowledge Define Role of modeling

CO2 C Understand Describe Generation of Pseudo-Random Numbers
CO3 C Knowledge Outline the simulating queuing systems
CO4 C Knowledge Describe Simulation of Systems
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CO5 C Understand Understand Cases on Simulation

SUBCODE SUB NAME L T P C

YCAEES System Analysis and Simulation 4 0 0 14
C:P:A=4:0:0

L T P H

0O 0 4

UNIT- I : (Systems Analysis) 12

Role of Modeling in Systems Analysis: Computer Simulation of Stochastic Systems';

UNIT- II: (Simulation of Queuing Systems) 12

Generation of Pseudo-Random Numbers- and Stochastic Variates using the computer; -
Simulation of Queuing Systems

UNIT -I1I: (Simulation Languages) 12

Using special purpose languages for simulating queuing systems- GPSS and/or SLAM-
System Dynamics

UNIT- IV: (System Dynamics with Dynamo) 12

Simulation of Systems with Feedback; using DYNAMO in System Dynamics;

UNIT -V :(Simulation on Business) 12

Cases on Simulation in Production-Finance, Marketing, and Corporate Planning; Project
Work

LECTURE A  TUTORIAL TOTAL

60 0 60

TEXT

1. Kamal, Raj, Embedded Systems: Architecture, Programming & Design, Tata McGraw
Hill, 2ndEd.,2008
2.Jerry Banks, John S. Carson, Barry L. Nelson, David M. Nicol “Discrete — Event system

simulation”, Pearson education.

REFERENCES

1 Banks, J., Catson, S., Nelson, B.L., "Discrete-Event System Simulation”, (2nd Edition).
Prentice Hall of India, N. Delhi, 1996.

2. Deo, N., "System Simulation with Digital Computers™. Prentice Hall of India, 1979.

Law, A.M., and Kelton, W.D., "Simulation Modelling and Analysis", (2nd Edition). McGraw
Hill, N. Y, 1991.
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PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PSO1 | PSO?2
CO1 3 3 2 2 2 1 1 1 2 2
CO2 3 3 2 2 2 1 1 1 2 2
CO3 3 3 2 2 2 1 1 1 2 2
Co4 3 2 2 2 2 1 1 1 2 2
CO5 2 2 2 2 2 1 1 1 2 2
Total 14 | 13 10 10 | 10 5 5 5 10 10
Course 3 3 2 2 2 1 1 1 2 2

Course Outcomes:

0-No relation 3- Highly relation

2- Medium relation

YCAEE9 MACHINE LEARNING

1- Low relation

CO1 C Understand Understand the Fundamentals of Machine Learning
CO2 C Understand Understand comparison between Machine and Deep Learning
C0O3 C Understand Understand concept of supervised and unsupervised machine
learning
CO4 C Understand Understand Graphical models
CO5 C Understand Understand Regression
COURSE CODE COURSE NAME T P C
MACHINE LEARNING O 0 4
C:P:A=4:0:0
T P H
0 4
UNIT-1: INTRODUCTION TO MACHINE LEARNING 12

Fundamentals of Machine Learning - Supervised and unsupervised learning-Reinforcement

Learning-Batch and Online Learning-Instance-Based Versus Model-Based Learning-

Challenges of Machine Learning-Training Data-Testing and validating-Applications of

Machine learning.

UNIT- I1: MACHINE LEARNING VS DEEP LEARNING

12
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Machine Learning Process — Deep Learning Process — Comparison of Machine Learning and
Deep Learning — Usage: Machine Learning — Deep Learning — Types of Deep Learning
Process — Reinforcement Learning — Deep learning application — Limitations of Deep

Learning

UNIT- I11: SUPERVISED AND UNSUPERVISED MACHINE LEARNING 12

Supervised learning: How it works? — Types of Learning Algorithm — Challenges in
Supervised Learning - Generative vs discriminative learning, Gaussian mixture models,
Decision Tree learning, Neural Networks, Support vector machines, Instance based learning,
Ensemble learning. — Advantages of supervised Learning — Dis advantage — Unsupervised
Learning: — Importance of Un supervised Learning — Types - Discovering clusters,
Discovering latent factors, Discovering graph structure, Dimensionality reduction, —

Applications.

UNIT- IV: GRAPHICAL MODELS: 12

Bayesian Learning , Markov random Fields, Hidden Markov model, conditional random
fields.

UNIT-V: REGRESSION 12

Regression: Linear regression, logistic regression, other types of regression, Over fitting,
Model selection.

LECTURE TUTORIAL TOTAL

60 0 60

TEXT

1 Ethem Alpaydin, “Introduction to Machine Learning 3e (Adaptive Computation and
Machine Learning Series”, 3rd Edition, MIT Press, 2014

2 Kevin P. Murphy, Machine Learning A probabilistic Perspective, MIT press, 2012.

3 Christopher Bishop. Pattern Recognition and Machine Learning., Springer, 2006.

REFERENCES

1. Jason Bell, —Machine learning — Hands on for Developers and Technical Professionals,
1st Edition, Wiley, 2014

2. Stephen Marsland, —Machine Learning — An Algorithmic Perspective, 2nd Edition,
Chapman and Hall/CRC Machine Learning and Pattern Recognition Series, 2014.

PO1 |PO2 |PO3 |PO4 |PO5 |PO6 |PO7 |PSO8 |PSO9

CO1 3 3 2 2 2 2 1 2 2
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CO?2 3 3 2 2 2 2 1 2 2
CO3 3 3 2 2 2 2 1 2 2
Cco4 3 3 2 2 2 2 1 2 2
CO5 3 2 2 2 2 2 1 2 2
Total 15 14 10 10 10 10 5 10 10
Course 3 3 2 2 2 2 2 2

0-No relation  3- Highly relation  2- Medium relation 1- Low relation
YCABM1 -MANAGERIAL ECONOMICS
Course Outcomes:
CO1 C Knowledge Describe Nature and scope of managerial economics
CO2 C Understand Define and measure elasticity.
CO3 C Knowledge Describe Product and cost analysis
CO4 C knowledge Describe Production function
CO5 C Understand Understand product and profits
COURSECODE COURSENAME L T C
YCABM1 Managerial Economics 0 3
C:P:A=3:0:0
L T H
0 3
UNIT- I: (Features of managerial economics) 9

Nature and scope of managerial economics. Objectives of the firm .Managerial and

behavioral theories of the firm.

UNIT- II: (Concepts of demand forecasting)

9

Concepts of opportunity cost- incremental - time perspective. Principles of discounting and

equimargins - Demand analysis - purposes and concepts - Elasticity of demand - Methods of

demand forecasting.

UNIT —I1l: (Product and cost analysis) 9
Product and cost analysis- short run and long run average cost curves - Law of supply -
Economies and diseconomies of scale.Law of variable proportions

UNIT- IV : (Product and price) 9

90




Production function - single output isoquants- Pricing: Prescriptive approach.- Price

determination under perfect competition.

UNIT -V : (Profits and Break-even analysis) 9

Monopoly, oligopoly and monopolistic competition - Full cost pricing- product line
pricing-Pricing strategies - Profits: Nature and. measurement policy. Break-even

analysis.Case study.

LECTURE TUTORIAL TOTAL

45 0 45

TEXT

1. Managerial Economics- Theory and Applications, Dr. D.M Mithani, Himalaya
Publications

2. Managerial Economics, D.N Dwivedi, 6th ed., Vikas Publication.

3. Managerial Economics, H. L Ahuja, S. Chand, 2011

4. Indian Economy, K P M Sundharam and Dutt, 64th Edition, S Chand Publication.
5. Business Environment Text and Cases by Justin Paul, 3rd Edition, McGraw-Hill

Companies.

REFERENCES

1.Dean. J .."Management Economics".Prentice Hall of India, New Delhi. 1982.
2.Mote.V.L..et al. "Managerial Economics: Concepts and Cases". Tata McGraw Hill.New
Delhi, 1980.

PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PSO1 | PSO2
Co1 2 1 1 1 2 1 1 1 2 2
CO2 2 1 1 1 2 1 1 1 2 2
CO3 2 2 1 1 2 1 1 1 2 2
CO4 2 2 1 1 2 1 1 1 2 2
CO5 1 2 1 1 2 1 1 1 2 2
Total 09 08 05 05 10 5 5 5 10 10
Course | 03 02 01 01 2 1 1 1 2 2

0-No relation 3- Highly relation 2- Medium relation  1- Low relation

91




YCABM2- CORPORATE PLANNING
Course Outcomes:

CO1 C Knowledge Describe various methods to define Corporate Planning and

Budgeting

CO2 C Understand Understand and apply set Social Responsibilities
CO3 C Knowledge Describe and apply various Professionalism
CO4 C Understand Describe and solve problems in Mission and Purpose
CO5 C Understand UnderstandConcept of learning the Organisation Appraisal
COURSE CODE A COURSE NAME L T P C
YCABM?2 Corporate Planning 3 0 0 3
C:P:A=3:0:0

L T P H

0 0 3

UNIT- I:Corporate Planning and Budgeting 09

Significance of Planning: Types-Needs-Requisites-Corporate planning: system approach-
Role of the planner-Corporate planning and budgeting.

UNIT- II: Social Responsibilities 09

Social responsibilities: Scope, contents, cooperation and society, consumers, corporation

and democracy, community-government.

UNIT- I11: Professionalism 09

Social responsibility-versus profitability-productivity-growth-Professionalism as a means of

social bahaviour.

UNIT- IV: Mission and Purpose 09

Mission and purpose: Business definitions - objectives and goals-Environment appraisal:

Concepts, components-Scanning and appraising the environment.

UNIT- V: Organisation Appraisal 09

Organization appraisal: Dynamics-capability factors- Considerations- Methods and

techniques- Structuring- Planning gaps: Gap analysis- Manager audit: Significance of gaps.

LECTURE TUTORIAL TOTAL

45 0 45

TEXT

1.Kazni. A .. "Business Policy". Tata McGraw Hill. New Delhi, 1992.
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2.Johnson. G .. etal. 3rd edition. "Exploring corporate Strategy", Prentice Hall of India,
New Delhi. 1994.

REFERENCES

1.CA.(Dr.)K.M. Bansal “Corporate Accounting”. Taxmann.S. University of Delhi.

POl | PO2 | PO3 | PO4 | PO5| PO6 | PO7 | PO8 | PSO PSO 2
COo1 2 2 1 1 2 1 1 1 % 2
CO2 2 1 1 1 2 1 1 1 2 2
CO3 2 2 1 1 2 1 1 1 2 2
CO4 2 2 1 1 2 1 1 1 2 2
CO5 2 1 1 1 2 1 1 1 2 2
Total 10 8 10 5 5 5 10 10
Course | o 2 2 1 1 2 2

0-No relation 3- Highly relation 2- Medium relation  1- Low relation

YCABM3- FOUNDATIONS OF DECISION PROCESSES

Course Outcomes:

CO1 C Knowledge Describe various methods to define role of decision making
CO2 C Understand Understand and apply game theory and competitive strategies
C0O3 C Knowledge Describe and apply various queuing and inventory models
CO4 C Understand Describe and solve problems in Finance.
CO5 C Understand UnderstandSystematic problem analysis
Course code = Course name L T P C
YCABM3 Foundations of Decision Processes 4 0 0 3
C:P:A=
3:0:0

L T P H

0O 0 4

UNIT- I:-Decision Making 12

Role of decision making in management-Framework-Criteria under conditions of certainty-

risk and uncertainty-Baytes theorem-Sequential decision making decision tree analysis.
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UNIT —I1:Competitive Strategies 12

Theory of utility- Utility function curve- Competitive strategies, game theory- Queuing
model-Single channel, single phase waiting line model with Poisson.

UNIT- Ill: Simulation 12

Distributed arrival rates and exponentially distributed service times-Markov models-
Simulation: Monte Carlo- Application to queuing and inventory models-Applications in

functional areas of marketing, production.

UNIT- IV: Finance 12

Finance- Behavioral aspects in decision making-open and closed models of decisions.

UNIT -V: Systematic Problem Analysis 12

Systematic problem analysis and decision making- Decision making in functional areas -

case studies.

LECTURE TUTORIAL TOTAL

60 0 60

TEXT

1. Gregory, G. "Decision analysis", Pitman, London, .1988.
2. Johnson. R.D .. et. al. "Quantitative Techniques filr Business Decisions™. Prentice Hall.
N.J ..1977.

REFERENCES

1. Ronald A. Howard, Ali E. Abbas, “Foundations of Decision Analysis”.Pearson,. 2016.
2. David C.skinner.,”Introduction to decision analysis”, 3" edition, Apractitioner’s guide

to improving decision quality, 1999.

PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PSO1 | PSO2
CO1 2 1 1 1 2 1 1 1 2 2
CO2 2 1 1 1 2 1 1 1 2 2
CO3 2 2 1 1 2 1 1 1 2 2
CO4 2 2 1 1 2 1 1 1 2 2
CO5 2 2 1 1 2 1 1 1 2 2
Total 10 8 5 5 10 5 5 5 10 10
Course 2 2 1 1 2 1 1 1 2 2
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0-No relation 3- Highly relation 2- Medium relation  1- Low relation

YCABM4- INVESTMENT TECHNOLOGY

Course Outcomes:
CO1 C Knowledge

Describe various methods to define Source of investment

information
CO2 C Understand Understand and apply set Interest Rates
C0O3 C Knowledge Describe and apply various Shares and Valuation
CO4 C Understand Describe and solve problems in Portfolio Theory
CO5 C Understand UnderstandConcept of learning the Mutual Funds
COURSE CODE COURSE NAME L T C
YCABM4 Investment Technology 4 0 3
C:P:A=3:0:0
L T H
0 4
UNIT- I:Investment Information-Introduction 12

Source of investment information -Valuation of debt securities: Debt prices and interest rate

risk-Default risk and purchasing power risk.

UNIT- Il:Interest Rates

12

Market interest rates - term structure of interest rates- Valuation of warrants-convertibles-

Option pricing models.

UNIT- I11I: Shares and Valuation 12
Valuation of equity shares: Dividends and valuation: MMS arguments, fundamental
analysis- Earning multipliers-Timing of purchase -sale of equity shares-Estimating
earnings and risk.

UNIT- IV: Portfolio Theory 12
Portfolio theory- Efficient investments —diversification-Markowitz graphical portfolio
analysis-Capital market theory- Portfolio performance evaluation- sharpe.

UNIT- V: Mutual Funds 12
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Treynor- Jenson measures- Mutual funds - kinds and evaluation-Behaviour of share prices -

technical analysis-The efficient markets-Hypothesis - random walk and Martingale methods.

LECTURE TUTORIAL TOTAL

60 0 60

TEXT

1. Clark N..et. al. "Financial Management: A Capital Market Approach".
Helbrook, 1976

REFERENCES

2. Sharpe. W.F., "Investments". Prentice Hall of India. New Delhi. 1996.

PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PSO1 | PSO2
CO1 2 2 2 1 2 1 1 1 2 2
CO2 2 2 1 1 2 1 1 1 2 2
CO3 2 2 1 1 2 1 1 1 2 2
CO4 2 2 1 1 2 1 1 1 2 2
CO5 2 2 1 1 2 1 1 1 2 2
Total 10 10 6 5 10 5 5 5 10 10
Course 2 2 1 1 2 1 1 1 2 2

0-No relation 3- Highly relation 2- Medium relation  1- Low relation

YCABMS5-BUSINESS FINANCE
Course Outcomes:
COl1 C Knowledge Describe various methods to define financial and economic

development

CO2 C Understand Understand and apply primary and secondary capital market

CO3 C Knowledge Describe and apply various managerial problems

CO4 C Understand Describe and solve problems in non-banking financial
institutions

CO5 C Understand UnderstandCredit rating information

COURSE CODE COURSE NAME L T P C

YCABMS5 Business Finance 3 0 0 3
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C:P:A=3:0:0 L T P H

0O 0 3

UNIT- I:Introduction to Business Finance 9

Financial and economic development- Intermediation, role and patterns- Functions of money

and capital markets- Interest rates, determination, term structure.

UNIT —I1: Financial Intermediaries 9

Primary capital market: new issues, growth and trends- Financial intermediaries: merchant
bankers- managers, brokers, underwriters-Secondary market - organization and functioning-

Trading and settlement.

UNIT - I11: Managerial Problems 9

Problems relating to membership- commission- margins- arbitration and off-floor trading-
Reforming the markets- SEBI- Market for government securities-the discount and finance

house-Operation and managerial problems of commercial banks.

UNIT- IV:Non-Banking Financial Institutions 9

Inter-bank call money market- Non-banking financial institutions: lending policies, schemes,
composition and quantum of assistance of IDBI. IFCI. ICICI, UTI- L1C, GIC and state level

financial corporations.

UNIT- V: Credit Rating Information 9

Credit rating information: Parameters. Role- Agencies- CRISIL- Regulatory framework for
financial markets and institutions: regulation versus deregulation- Role of RBI-Bank rate,
open market operation policies.

LECTURE TUTORIAL TOTAL

45 0 45

TEXT

1. Eddie MCLaney., “Business Finance Theory and practice , 8"edition , Pearson
Education ,20009.

REFERENCES

1. Copeland, T.E., et. al, "Financial Theory and Corporate Policy". Addison Wesley,
Reading, MA. 1988.
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2. Uppal.l.S., "Public Financial Institutions in India"”, Mac Millan, New York,

1984.
PO1 | PO2 | PO3 | PO4 | PO5 | POG6 PO7 | PO8 | PSO1 | PSO 2
Co1 2 1 2 2 2 1 1 1 2 2
CO2 3 1 2 2 2 1 1 1 2 2
CO3 2 2 2 2 2 1 1 1 2 2
CO 4 3 2 2 2 2 1 1 1 2 2
CO5 3 2 2 2 2 1 1 1 2 2
Total 13 | 08 10 10 | 10 5 5 10 10
Course 3 02 2 2 2 1 1 2 2
0-No relation 3- Highly relation 2- Medium relation  1- Low relation
YCABMG6 TAXATION PRACTICES
Course Outcomes:
CO1 C Knowledge Characterize various scheme of taxation
CO2 C Understand Discuss the various types of assessment
C0O3 C Knowledge Describe the modes of recovery
CO4 C knowledge Describe and apply the wealth and health tax
CO5 C Understand Understand the issues state sales tax
COURSE CODE COURSE NAME L T P C
YCABM6 Taxation Practices 0 0 3
C:P:A=3:0:0
L T P H
0 0 3
UNIT- I: Assessment of undivided families 9

Assessment of undivided families: Meaning-Basic conditions- Taxable income- Partitions-

Tax planning- Assessment of firms and associations: Scheme of taxation- types- treatment

of losses- Tax planning.

UNIT- Il: Assessment of companies
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Assessment of companies: Types-profits-depreciation-tax planning-Section 80- Bonus
issues- dividend policy-Return of income and assessment procedure: Types of assessment-
Time limits-Reassessment-Cooperatives.

UNIT — I11: Collection and recovery of tax 9

Collection and recovery of tax: Deduction at source-rates-advance payment-Modes of

recovery-Refund-Appeals and revision-Penalties.

UNIT- IV: Wealth Tax 9

Wealth Tax: Chargeability-valuation-return-appeals-revisions-payment and recovery, gift

tax: chargeability-rebate-assessment-appeals-revisions-payment and recovery.

UNIT- V: Central sales tax 9

Central sales tax: Concept of sale and purchase-Inter-state trade-Inter-state export and import
trade. State sale tax: Assessing authority-Single-multiple point tax-Procedure for registration
and cancellation-Returns-payment-appeals and revisions.

LECTURE TUTORIAL TOTAL

45 0 45

TEXT

1. " Girish Ahuja & Ravi Gupta ",Systematic Approach to Income Tax, Bharat Law
House Pvt. Ltd, New Delhi.

2. "Vinod K. Sinhania & Monica Sinhania", Income Tax, Taxmann Publications Pvt.
Ltd, New Delhi.

3. " Mehtrotra & Goyal" ,Taxation Law & Practice, Sahitya Bhavan Publication, Agra.

4. "Lal B.B", Direct Taxes, Konark Publishing House, New Delhi.

5. " VS.Datey", Indirect Taxes law and practice Taxman allied services pvt. Ltd.Books in
India"

REFERENCES

1. Central and State tax acts,Singhania, VK.,"" Taxman Direct Taxes", Taxman, New
Delhi. 1996.

PO1 | PO2 | PO3 | PO4 | PO5 | POG6 PO7 | PO8 | PSO1 | PSO 2

CO1 2 1 1 1 1 1 1 1 1 1
CO?2 2 1 1 1 1 1 1 1 1 1
CO3 2 2 1 1 1 1 1 1 1 1
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CO4 2 2 1 1 1 1 1 1 1 1

CO5 1 2 1 1 1 1 1 1 1 1

Total 09 08 05 05 05 05 05 05 05 05

Course 03 02 01 01 01 01 01 01 01 01

0-No relation 3- Highly relation 2- Medium relation  1- Low relation

YCABM7MIS FRAMEWORKS AND IMPLEMENTATION

Course Outcomes:

CO1 C Knowledge Describe variety of framework for identifying information
technology
CO2 C Understand Discuss the benefits of IT
CO3 C Knowledge Describe the new strategic role of information system
CO4 C knowledge Describe the business process reengineering
CO5 C Understand Discuss the managing IT function
COURSE CODE COURSE NAME L T P C
YCABM7 MIS Frameworks and Implementation 3 0 0 3
C:P:A=3:0:0
L T P H
3 0 0 3
UNIT-I:  Introduction to MIS 9

This course will discuss a variety of frameworks for identifying information technology
applications- The scope of IT applications would cover Management Information System-

Decision Support System- Executive Information System and Expert System.

UNIT- IlI: Managing Data Resource 9

Provide a broad understanding of the types of the benefits information technology
applications can provide in an organization through transaction processing- management and
operational  control-decision  support systems- office automation-organizational

communications and group work support.

UNIT- HI: 1T Strategy 9
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Socio-economic environment and information systems in organization and the impact of
information systems on organizations markets- frameworks for information systems
planning-information systems and competitive advantage-the new strategic role of
information systems: methodologies for evaluating investments in IT-frameworks and

methodologies- should be discussed and illustrated with case studies.

UNIT -1V: Business Process Integration with IT 9

Design of reporting system including a discussion of principles in indicator design-
managing information support activity in organization- concept of the business process re-

engineering (BPR) and how IT can enable BPR

UNIT-V: Managing IT function 9

Critical success factor in implementing IT applications including the need for managing the
process of change illustrated through case studies of successful/failed IT projects-Critical

role of security in implementing IT applications should be discussed.

LECTURE TUTORIAL TOTAL

45 0 45
TEXT
1. Kenneth C.Laudon.Jane P.Laudon, “Management information systems", Pearson, 14th
edition.
REFERENCES

1. David olson, "Information system project manangement™,2015.

2. Paige baltzan, Amy phillips ,"Business - Driven Information System™,2015.

PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PSO1 | PSO2
Cco1 3 3 2 2 2 1 1 1 2 2
CO2 3 3 2 2 2 1 1 1 2 2
CO3 3 3 2 2 2 1 1 1 2 2
CO4 3 2 2 2 2 1 1 1 2 2
CO5 2 2 2 2 2 1 1 1 2 2
Total 14 13 10 10 10 5 5 5 10 10
Course 3 3 2 2 2 1 1 1 2 2

0-No relation 3- Highly relation 2- Medium relation  1- Low relation
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YCABMS8- MANAGEMENT OF SOFTWARE PROJECTS

Course Outcomes:

CO1 C Knowledge Describe various methods to define Software projects
CO2 C Understand Understand and apply project scheduling and project
management.

CO3 C Knowledge Describe and design system life cycle
CO4 C Understand Describe and solve problems related to the project
CO5 C Understand Understand and determine skill requirements
Course Code  Course Name L T P C
YCABMS Management of Software Projects 4 0 3
C:P:A=3:0:0

L T P H

0O 0 4

UNIT- I:-Introduction 12

software projects-Size and Cost Estimations.

Managerial Issues in Software Projects-Introduction to software markets-Planning of

UNIT —I1: Project Scheduling and Management

12

Maturity Models for organizational growth-Project management and Practice.

Project Scheduling-Measurement of software quality and productivity-1SO and Capability

UNIT- 111 System life cycle and Design

12

design- testing-implementation.

Managing the systems life cycle- requirements determination-logical design-physical

UNIT- IV: Integration issues and Project Management

12

System and database integration issues-metrics for project management and systems

related to the project.

performance evaluation-managing expectations- superiors-users-team members and other

UNIT- V: Cost Effectiveness Analysis

12
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technical aspects of the project.

Determining skill requirements and staffing the project-cost-effectiveness analysis-

reporting and presentation techniques-and effective management of both behavioural and

LECTURE

TUTORIAL

TOTAL

60

0

60

TEXT

Reading. M.A. 1988.

Measurement”. IEEE C.S. Press. 1997.

1. Gilb, T., "Principles of Software Engineering Management", Addison Weskey.

2. Putnam. L.H . Myers. W., "Industrial Sire™" Software - Effective Management using

REFERENCES

Project Management”, ICT Institute

Principles to Agile Software Development” by Ken Whitaker.

1. Dr.Jeroen Arnoldus, Dr.Sieuwert VVan Otterloo, Dr.Joost Schalken-Pinkster, "Software

2. Lean Agile and Kanban , " Software Engineering Management", on Pawel Brodzinski

3. “Principles of Software Development Leadership: Applying Project Management

POl | PO2 | PO3 | PO4 | PO5 | POG6 PO7 | PO8 | PSO1 | PSO 2
Cco1 3 3 2 2 2 1 2 2 3 3
CO2 2 2 2 2 2 1 2 2 3 3
CO3 2 1 2 2 2 1 2 2 3 3
CO4 2 2 2 2 2 1 2 2 2 2
CO5 2 1 2 2 2 1 2 2 2 2
Total 11 09 10 10 10 5 10 10 13 13
Course | 03 02 2 2 2 1 1 1 3 3

0-No relation 3- Highly relation

YCABM9 BLOCK CHAIN

Course Outcomes:

CO1 C Knowledge

2- Medium relation
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Describe distributed database

1- Low relation




CO2 C Understand Understand block chain network

CO3 C Understand Understand crypto currency and bit coin

CO4 C Understand Understand crypto currency regulation

CO5 C Apply Apply block chain applications

COURSE CODE COURSE NAME L T P C
YCA* BLOCK CHAIN 4 0 0 3
C:P:A=3:0:0

L T P H

4 0 0 4

UNIT-I: INTRODUCTION TO BLOCK CHAIN 12

Introduction, Advantage over conventional distributed database, Block chain Network, Mining Mechanism,
Distributed Consensus, Merkle Patricia Tree, Gas Limit, Transactions and Fee, Anonymity, Reward, Chain
Policy, Life of Blockchain application, Soft & Hard Fork, Private and Public block chain.

UNIT-1I: DISTRIBUTED CONENSUS 12

Distributed Consensus: Nakamoto consensus, Proof of Work, Proof of Stake, Proof of Burn, Difficulty

Level, Sybil Attack, Energy utilization and alternate.

UNIT = 111: CRYPTOCURRENCY 12

Cryptocurrency: History, Distributed Ledger, Bitcoin protocols - Mining strategy and rewards, Ethereum -
Construction, DAO, Smart Contract, GHOST, Vulnerability, Attacks, Sidechain, Namecoin

UNIT-1V: CRYPTOCURRENCYREGULATION 12

Cryptocurrency Regulation: Stakeholders, Roots of Bitcoin, Legal Aspects - Cryptocurrency Exchange,
Black Market and Global Economy.

UNIT-V: BLOCK CHAIN APPLICATIONS 12

Blockchain Applications: Internet of Things, Medical Record Management System, Domain Name Service

and future of Blockchain.

LECTURE TUTORIAL TOTAL

60 - 60

TEXT

1. Arvind Narayanan, Joseph Bonneau, Edward Felten, Andrew Miller and Steven
Goldfeder,Bitcoin and Cryptocurrency Technologies: A Comprehensive Introduction,
Princeton University Press (July 19, 2016).

2. Blockchain for Beginners: The Complete Step by Step Guide to Understanding Blockchain
Technology by Mark Watney
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Reference

1. Cryptocurrencies and Blockchains by Quinn DuPont

2. Blockchain Applications: A Hands-On Approach Paperback by Arshdeep Bahga

4.Curicullum and Syllabus for the MCA programme-After revision

REGULATION 2020

POl | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PSO1 | PSO 2
CO1 3 1 2 2 2 1 1 1 2 2
CO2 3 1 2 2 2 1 1 1 2 2
CO3 2 1 2 2 2 1 1 1 2 2
CO4 2 1 2 2 2 1 1 1 2 2
CO5 3 2 2 2 2 1 1 1 2 2
Total 13 6 10 10 10 5 5 5 10 10
Course | 3 2 2 2 2 1 1 1 2 2

0-No relation  3- Highly relation  2- Medium relation 1- Low relation

SEMESTER- |
Course Course Title L T P H
Code
YCA101 | Database Management Systems 4 1 0 5
YCA102 | Computer Networks 4 1 0 5
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YCA103 | Object Oriented Programming, Analysis and 4 0 0 4 4
Design
YCA104 | Management Support Systems 3 0 0 3 3
YCA105 | Mathematical Foundation for Computer 4 1 0 5 5
Applications
YCAL106 | Database Management Systems Lab 0 0 4 4 2
YCA107 | Mathematical Foundation for Computer 0 0 4 4 2
Applications Lab using Java
Total | 19 03 | 08 30 24
SEMESTER- 11
Course Course Title L T P H C
Code
YCA201 | Advanced Operating System Concepts 4 1 0 5 4
YCA202 | Software Engineering 4 1 0 5 4
YCAIT* | IT Elective | 4 0 0 4 4
YCA203 | Advanced Data Structures 4 0 0 4 3
YCABM* | BM Elective | 3 0 0 3 3
YCA205 | Advanced Operating System Concepts Lab 0 0 4 4 2
YCA206 | Case Tools Lab 0 0 4 4 2
Total | 19 02 | 08 29 22
SEMESTER- 111
Course Course Title L T P H C
Code
YCA301 | Artificial Intelligence and Machine Learning 4 0 0 4 4
YCA302 | Graphics and Multimedia 3 0 0 3 3
YCAIT* | IT Elective Il 3 0 0 3 3
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YCABM* | BM Elective Il 3 0 0 3 3
YCA303 | Optimization Techniques 4 0 0 4 4
YCA304 | Artificial Intelligence and Machine Learning 0 0 4 4 2
Lab using Python
YCA305 | Optimization Techniques Lab 0 0 4 4 2
YCA306 | Industrials Lectures 0 0 2 2 2
YCA307 | Mini Project 0 0 3 3 2
Total | 17 0 13 30 25
SEMESTER-IV
Course Course Title L T P H C
Code
YCA401 | Research Methodology(Paper Publications) 3*(SS) | 0 - 3 3
YCA402 | Project 0 0 6 6 12
Total | 3*(SS) | 0 06 09 15
Total Credits : 86
INFORMATION TECHNOLOGY ELECTIVES
IT Elective |
Course Course Title L T H C
Code
YCAEE1 | Data Mining and Data Warehousing 4 0 4
YCAEE2 | High Performance Computing 4 0 4
YCAEE3 | Compiler Design 4 0 4
YCAEES8 | System Analysis and Simulation 4 0 4
YCAEE9 | Cryptography and Information Security 4 0 4
IT Elective 11
Course Course Title L T H C
Code
YCAEE4 | Cloud Computing 3 0 3
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YCAEES5 | Distributed Database Management 3 0 0
YCAEEG6 | Image Processing 3 0 0
YCAEE7 | Parallel Programming 3 0 0
YCAEE10 | Bigdata Analytics 3 0 0

BUSINESS MANAGEMENT ELECTIVES

BM Elective |
Course Course Title L T P
Code
YCABMS3 | Foundations of Decision Processes 3 0 0
YCABM4 | Investment Technology 3 0 0
YCABMS8 | Management of Software Projects 3 0 0
YCABMY | Blockchain Technology 3 0 0
BM Elective 11
Course Course Title L T P
Code
YCABML1 | Managerial Economics 3 0 0
YCABM2 | Corporate Planning 3 0 0
YCABMS5 | Business Finance 3 0 0
YCABMG6 | Taxation Practices 3 0 0
YCABM7 | MIS Frameworks and Implementation 3 0 0

YCA101- DATABASE MANAGEMENT SYSTEMS

Course Outcomes:

CO1 C Knowledge Describe the database architecture and its application
CO2 C Understand Describe about the relational model and algebra
CO3 C Understand Explain the data model and accessing of data.
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CO4 C Knowledge Describe the normalization concept for a table of data

CO5 C Understand Illustrate the query technical processing in database
management

Course Code Course Name L T P C

YCA101 Data Base Management Systems 4 1 0 4

C:P:A=4:0:0 L T P H

4 1 0 5

UNIT-1: Introduction to database Management System 15

Basic concepts-Database & Database Users-Characteristics of the Database-Database
Systems-Concepts & Architecture-Date Models. Schemas & Instances-DBMS Architecture
& Data Independence-Data Base languages & Interfaces-Data Modeling using the Entity-
Relationship Approach

UNIT- 1l : Relational Model Concept 15

Relational Model - Languages &Systems - Relational-Data Model & Relational -Algebre
Relational Model Concepts-Relational Model Constraints-Relational Algebra-SQL — A
Relational Database Language-Date Definition in SQL-View & Queries in SQL-Specifying
Constraints & Indexes in SQL-Specifying Constraints & Indexes in SQL a Relational Database
Management Systems-ORACLE/INGRES

UNIT- Il : Data model 15

Conventional Data Models & Systems Network-Data Model & IDMS Systems Membership
types & options in a set DML for the network model-Navigation within a network database-
Hierarchical Data Model & IMS System-Hierarchical Database structure- HSAM - HISAM
- HDAM & HIDAM organization-DML for hierarchical model-Overview of IMS

UNIT- IV: Relational Data Base Design 15

Relational Data Base Design-Function Dependencies & Normalization for Relational -
Databases - Functional Dependencies-Normal forms based on primary keys (INF, 2NF, 3NF

& BCNF)-Lossless join & Dependency preserving decomposition

UNIT- V: Concurrency Control & Recovery Techniques 15

Concurrency Control & Recovery Techniques-Concurrency Control Techniques-Locking
Techniques-Time stamp ordering-Granularity of Data items-Recovery Techniques-
Recovery concepts-Database backup and recovery from catastrophic failures - Concepts of

Obiject oriented data base management systems

LECTURE TUTORIAL TOTAL
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60 15 75

TEXT

1. Abraham Silberschatz, Henry Korth, S.Sudarshan, Database Systems Concepts,
Sixth Edition, McGraw Hill, 2010.

2. Raghu Ramakrishnan and Johannes Gehrke, Database management systems, Third
Edition,2002

REFERENCES

1. Date, C.J., "An Introduction to Database Systems™, Narosa Publishing House, NewDelhi.

2. Desal, B'., "An Introduction to Database Concepts", Galgotia Publications, New Delhi.

3. Elmsari and Navathe, "Fundamentals of Database Systems"”, Addison Wesley, New
York.

4. Ullman, J.D., "Principles of Database Systems", Galgotia Publications, New Delhi

POl1 | PO2 | PO3 | PO4 | PO5 | POG6 PO7 | PO8 | PSO1 | PSO?2
Co1 3 3 3 3 3 3 2 2 3 3
CO2 3 3 3 2 2 2 2 2 3 3
CO3 3 2 2 2 2 2 2 2 3 3
CO 4 2 3 2 2 2 2 2 2 5 5
CO5 3 2 2 2 2 2 2 2 2 2
Total 14 13 12 11 11 11 10 10 13 13
Course 3 3 3 3 3 3 1 1 3 3

0-No relation 3- Highly relation 2- Medium relation  1- Low relation
YCA102 COMPUTER NETWORKS

Course Outcomes:

COl1 C Understand Define various methods of topology
CO2 C Understand Understand and apply layer protocol
C0O3 C Understand Illustrate various counting and inclusion theory

CO4 C Understand Describe LAN concepts
CO5 C Understand Explain TCP/IP

Course Code Course Name L T P C
YCA102 Computer Networks 4 1 0 4
C:P:A=4:0:0 L T P H

4 1 0 5
UNIT- I: Introduction to computer network 15
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Advantages of networks - structure of the communications network - point-to-point and multi
drop circuits - data flow and physical circuits - network topologies - topologies and design
goals - Hierarchical topology - horizontal topology (Bus) - star topology - ring topology -
mesh topology - The telephone network - switched and non-switched options - fundamentals
of communications theory - channel speed and bit rate - voice communications and analog
waveforms - bandwidth and the frequency spectrum - connecting the analog and digital
worlds - digital worlds - digital signals - the modem - asynchronous and synchronous
transmission - Wide area and local networks - connection oriented and connectionle